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Neural Networks for Classifu:&n and Regression 

Robert J. Marks If 

Thm have b&n a n m n k  of applicstioas pmposed f a  aM&I nemal netwak cornpotatid 
suwaaes. The neoral naworL a x h i w t m  cmrklly naiving most anention as a viable 
compuratianal paradigm with competitive performance amibutes is the layend prepaon. In 
chis paper, we will address chc relative performance of the layered pacepmn and suggest qoery 
based techniques by which mining can ke improved. 

Relative Performance 

Do lay& pacqmm pafonn better than ather classifias and mgrcsion m a c h i i  By 
ecm- with sane ocha high paformwec classifiers and regression machines, the ament answer 
is yes -but not by much. Possibly thae is an underlying limit of performanoc placed on all classifiers 
and e o n  machines that coning edge algorithms are approaching. If so. then secondary 
performance amibutes such as training speed and implementation ease must be addressed as primary. 

Other E & ? ?  nemal nehrrorlcs have fallen 6um t ava  in an application sense kcaose. quite 
simp1y. they arc not compeb'tive with olha more mventid approaches. ?he same question must be 
posed in regard to the lay& pacepaon. Does the lay& pucepnon preform berrcr lhan other 
classifiers or regression machines programmed from examples using sup& learning? Alhugh  
absadct analysis of this question may be possible in some cases. it must ultimately be answered in 
regard to actual data. Comparisons of the layered penepm have been perlormed with clnrsification 
and regression nees (CART) and nearesr neighbor lwbcp  for such problems as speech. powex security 
assessment and load forecasting and, in each m, have shown the layered percepmn to perform better 
in terms of classiication or regression accuracy. Both of these competing algorithms can be 
implemented using parallel processing. 

In canparison with nearest neighbor lookup. che layered pcroepaon was shown 10 inerpolate 
much more smoothly and with greata accuracy for the problem of powex security assessment [I-21. 

% MAJOFUTY OF THE CONlRlBU1IONS OF THIS PAPER ARE NOT 'THOSE OF 'THE AUTHOR, BUT ARE 
THE RESULT OF MULmuOINOUS HOURS OF COLLABORATON AT THE ISDL. THE OTHER MAJOR 
COKnuRUTORS ARE PROFS. L.E. ATLAS. MA. EL-SIIARKAW, JN. HWANG AM) RICHARD LADNER. 
DRS. SEHO 011 AND M. A G G O W  HAVE ALSO OFFERED SIGNTFlCkNT COKlRIBLmONS AS IIAVE 
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Here art some awnacy figures contrasting the layered percepm with CART. Derails of the 
uperimena can be f o l d  in p a p  by Atlas et.al. [34]. I n W .  these. paprs must be consulted lo give 
significant meaning to the statistics that follow. In power load faemsing [5-61, current and forecasted 
cemperaturc and c m t  load demand is used to fwecan the future power load demand. For this 
problem, the worst percepmn performance was an error of 1.78%. CART p d u c e d  an error of 1.68%. 
For @er independent vowel classification. the pmepmn again had a higher correct classificauon 
rate than CART. 47.4% to 382%. In the power security assessment problem. the s m  of a power 
system is defermined to be safe or in jmpady. Applied to this problem. the perceprron again had a 
lower error m e  - 0.78% to 1.46% [6-81. 

In che form of CART used in chis qmhent ,  the feature space was initially divided into planes 
that wue papendicular to the axes In a higher orda form of CART. chcse plancs can be oriented at 
angles. The higher order form of CART has given preliminary results that are nearly indistinguishable 
in performance to the layered percepmn. These also exist other high power paradigms. such as 
projection p u r d  to which the layered percepmn performance must ultimakly be compared. 

Query Based Training 

More geaerdly. then scan u, be fundamental p b l e m s  of classiias and n&on m a c h i i  
aught by example. These art problems of che problem. and not qecifk to the classifier used. A 
dominant difficulty. for example, seems to that of scaling. As is often demonstrated. layend 
pacepmns work quite well on toy problrmssuch as two bit parity (or the exclusive or). For larger 
more complex problems. larger more complex layued ~~ simply will not nain. This seems 
also to be a common problem to Mher classifiers. 

A second problem associated with aained cImsiias and n p e s h  r n a c h i i  is the diminishing 
mum of information content in randmly genmted training dara obtained with respect to Ihe data set 
cardhabty. In other words. the more that is learned, the harder it becomes to leam something new. To 
illusbate, consider the c lass i rdon problem of learning the location of a point a on the i n m a l o  < a  < 
1. We choose a point at random on the unit inmal .  It it to the right of 4 we assign it a value of me. 
If is to the left of a. the result is 0. It is clear that, aftcr a number of data poinls have kcen generated at 
random on the unit interval. that a lies somewhere between the rightmost 0 and the left most 1. Call 
this subinterval C. If we generate a new data point that does not lie in the subinterval C. we have 
learned nothing new. If the new point lies in the subinluval C, then we rcvise the subinterval and make 
it's duration shorter, W i g  so, however. decreases the chance that the next data point contains new 
infomticn. That is, the probability dcmeaw fhat the new data point Lies in the shorter interval. n u s .  
in this example, the more we learn about the location of the point a, the harder it is to leam. One 
approach to countaact this phenomenon is with the use of oracles in query based learning [9]. 

In supervistd learning. each fearun vector is assigned a clasiication (or regnssion) value or 
values. There is usually a cost associated with this assignment, such as the c a t  of performing an 
eXpe-5 computational overhead or simply time. We can envision this p r o a n  as a presentation to 
an oracle the feablre vector. For a cost. rhe o d e  will reveal to us the prow classification or 
regression value associated with that vector. Note that, if we have deep pockei to'pay the oracle, then? 
is no need to for a classil~er or regression machine such as the layered perceptroo. Any feature vector 
we desire can be taken to the omcle for proper categorization. 

In many cases of intuesr, we have che Wan to choose Lhe feature vectors that we pnsent to 
theoraclc. IdcaUy. we wwld l i i  ro present those vecmn to the oracle thak in some sense. will result 
in haining data of high information content. ihc motive is to effectively uain the classifier or 
regression machine with a low training data cost Query based nainmg is concerned with the manner in 
which the training vectors that will result in high information data an: chosen. 
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Final Remarks 

This paper has posed same imponant questions in regard to the fume success of the layertd 
mwptnm artificial neural mnvork and has presented an overview of some of the work being done at 
he Inferaclive Systems Design Laboratory at the Uniwsity of Warhingron to answer these questions. 
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