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Abstract—The Smith Tube, a three-dimensional cylindrical 
extension of the Smith Chart, provides a mechanism to 
simultaneously optimize power amplifier circuit and waveform 
parameters for radar transmitters.  A direct, vector-based 
search algorithm is presented to find the optimum combination 
of bandwidth and load impedance for a power amplifier to 
maximize the waveform bandwidth while meeting requirements 
on the power-added efficiency and the adjacent-channel power 
ratio.  For this optimization, waveform bandwidth is 
represented on the vertical axis of the Smith Tube, with the 
complex load reflection coefficient represented in the horizontal 
plane.  Excellent correspondence is obtained in measurement 
testing of the algorithm from multiple starting combinations of 
load reflection coefficient and bandwidth.  The results of this 
work are expected to be useful in real-time optimization of 
power amplifiers for radar and communications.  The algorithm 
is expected to be useful in optimizing the range resolution of 
radar transmissions.   
 

I.  INTRODUCTION 

The radio spectrum is under intense demand from 
multiple wireless applications as well as radar transmissions.  
Future systems will need to be reconfigurable to facilitate 
dynamic spectrum access.  The idea of dynamic spectrum 
allocation will mean that (1) devices will be required to 
change operating frequencies in real time and (2) the spectral 
masks placed on devices will vary dynamically based on the 
spectrum occupancy in surrounding areas.  Future radar 
power amplifiers may need to reconfigure in real-time to 
change the spectral properties of their output while 
optimizing performance parameters such as range resolution 
and power efficiency. 

We recently demonstrated the optimization of power-
amplifier load impedance to maximize the power-added 
efficiency (PAE) while keeping the adjacent-channel power 
ratio (ACPR) below a pre-specified maximum.  A vector-
based triangulation algorithm was designed to perform this 
operation in the well-known two-dimensional Smith Chart 
[1].  In another recent paper, we introduced the Smith Tube as 

a three-dimensional, cylindrical extension of the Smith Chart 
that is useful for joint design of the circuit and the waveform 
bandwidth.  This paper demonstrates a design based upon 
load-pull measurement data taken for waveforms of different 
bandwidths [2].  The Smith Tube is shown in Fig. 1.  In the 
present paper, we demonstrate an intelligent, fast algorithm to 
find the combination of load reflection coefficient and 
waveform providing the highest bandwidth while meeting 
requirements on PAE and ACPR.  A previously submitted 
journal manuscript (presently under review) from our group 
provides information on a two-step algorithm [3]; the present 
paper provides a single-step, direct approach to seek the 
optimum.   

 
Fig. 1.  The Smith tube.  The vertical axis represents the bandwidth 
of the input chirp waveform, while the horizontal cross section of 
the tube is a conventional Smith chart [2]. 
 

The fact that PAE and ACPR are significant functions of 
the load impedance is well-documented in the literature [4, 
5].  The ACPR is based on the third- and fifth-order 
intermodulation nonlinearities of the device [6], and design 
compromises for third-order intermodulation and output 
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power have been considered by Sechi [7] using a graphical 
technique based on pre-measured data.  Intelligent algorithms 
have been demonstrated for faster impedance tuning in 
antennas [8, 9], and approaches shown in the literature for 
fast impedance tuning include fuzzy control [10], neural 
networks [11], and least-squares optimization [12].  The idea 
of applying intelligent impedance tuning to high-efficiency 
transmitters is suggested by Sun et al. [13].  Kingsley and 
Guerci demonstrate practical implementation of an adaptive 
amplifier module that can adjust to optimize for different 
requirements, such as PAE, third-order intermodulation 
reduction, and output power [14].    

Along with optimizing the amplifier load impedance, our 
algorithm involves optimization of the waveform bandwidth, 
which has profound significance for radar transmitters.  A 
significant body of literature exists related to waveform 
optimization for radar.  Discussions of waveform 
optimization include the design of spectrally confined 
waveforms using variable-modulus techniques [15], constant-
modulus techniques (for maximizing power efficiency) such 
as continuous-phase modulation [16, 17] and piecewise linear 
chirp optimization [18, 19], optimization for a target 
ambiguity function [20, 21, 22, 23], and transmitter-in-the-
loop optimization [24].  The idea of real-time transmitter 
reconfiguration, including both real-time waveform and 
circuit optimization, is particularly becoming attractive for 
emerging radar protocols.  Adaptive radar systems have been 
proposed to adjust their designs in real-time for changing 
detection requirements, operating frequencies, and spectrum 
requirements.  Cognitive radar systems learn from and 
respond to their environments [25, 26].  While a variety of 
useful waveform optimization techniques are discussed in the 
literature, our approach differs from the aforementioned 
papers in that it includes the optimization of both waveform 
and circuit parameters.   

In Section II, the algorithm’s operation is described.  
Section III describes the results of measurement testing of the 
algorithm using different combinations of user-defined search 
parameters.  Section IV provides some conclusions regarding 
the algorithm and its potential applications.      
 

II.  THREE-DIMENSIONAL VECTOR SEARCH ALGORITHM 

Figure 2 shows a conceptual drawing of the optimization 
problem in the Smith Tube.  It is desired to find the 
combination of bandwidth B and load reflection coefficient 
Г௅ that allows the largest bandwidth while meeting 
predefined constraints on PAE and ACPR.  Figure 2 shows 
constant PAE and ACPR surfaces for the PAE and ACPR 
limits.  The power-added efficiency is given by the following 
equation: 

ܧܣܲ ൌ ௢ܲ௨௧,ோி െ ௜ܲ௡,ோி

஽ܲ஼
ൈ 100%																		ሺ1ሻ 

 
The PAE is dependent upon measurement of the RF power, 
which is performed with a broadband power sensor.  As such, 
the PAE is expected to be only slightly dependent on dent of 

bandwidth.  Thus the limiting PAE surface is nearly 
cylindrical, as shown in Fig. 2.  On the other hand, the ACPR 
is expected to grow with increasing bandwidth, causing fewer 
values of Г௅ to meet requirements for ACPR as the bandwidth 
B is increased.  As such, the surface containing combinations 
of (Г௅,  ሻ producing acceptable ACPR is expected to narrowܤ
as B is increased, creating a cone-shaped surface, as shown in 
Fig. 2.  The desired solution is the highest intersection point 
of the PAE and ACPR surfaces, as shown.  

The user provides several search parameters to facilitate 
the search:  the starting value for Г௅, upper and lower limits 
of the search range for bandwidth B, PAE and ACPR 
limitations, the Г௅ “neighboring point” resolution distance 
 ௦, and the bandwidth resolutionܦ ௡, the search distanceܦ
parameter ܤ௦௧௢௣.  The bandwidth range entered by the user is 
normalized to set the minimum bandwidth to -1 and the 
maximum bandwidth to 1.  This allows the vertical range of 
the Smith Tube (-1 to 1) to coincide with the Smith Chart Г௅ 
dimension for search consistency and scalability purposes.   

 
 

 
Fig. 2.  Conceptual drawing of the Smith tube containing example 
surfaces for the limiting PAE and ACPR values.  The optimum point 
is selected as the highest point of intersection (representing the 
largest bandwidth) between the surfaces representing the limiting 
PAE and ACPR values [2]. 
 

The search adds a third dimension to the two-dimensional 
“triangulation” approach of [1] for the inclusion of bandwidth 
B as an input parameter.  The step sizes and directions from 
one search candidate to the next are found by taking 
measurements to estimate the gradient at the candidate point.  
Figure 3 provides a conceptual visualization of these gradient 
evaluation measurements.  The two-dimensional gradients of 
PAE and ACPR are evaluated in the Smith Chart plane by 
using the two neighboring points in the horizontal plane. A 
point is measured above the candidate in the vertical B 
direction to assess the change in ACPR resulting from a small 
change in waveform bandwidth.  The unit vector ̂݌ is in the 
direction of PAE steepest ascent in the Smith Chart plane and 
the unit vector ොܽ is in the direction of ACPR steepest descent 
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in the Smith Chart plane.  The unit vector ܤ෠  is pointed 
upward.       

 
 
Fig. 3.  Measurements for PAE and ACPR variation in the three 
dimensions 
 

The neighboring-point measurements are used to 
construct search vectors, allowing the location in the Smith 
Tube of the next candidate to be identified.  In the case where 
the present candidate possesses acceptable PAE, the vector 
from the present candidate to the next candidate is given by 
the search vector 

 
ݒ̅ ൌ ௣ܦ̂݌ ൅ ෠ܾܦ௕ ൅  ሺ2ሻ																											஻,ܦ෠ܤ

 
as shown in Fig. 4(a).  Fig. 4(b) shows the search vector in 
the case where the PAE value at the present candidate is not 
in the acceptable region: 
 

ݒ̅ ൌ ොܽܦ௣ ൅ ෠ܾܦ௕ ൅  ሺ3ሻ																											஻.ܦ෠ܤ
 
The components of these vectors are given as follows:   
 

௣ܦ ൌ
௦ܦ
2
หܲܧܣ௖௔௡ௗ െ ௧௔௥௚௘௧หܧܣܲ

หܲܧܣ௪௢௥௦௧ െ ௧௔௥௚௘௧หܧܣܲ
																		ሺ4ሻ 

 	

௕ܦ ൌ
௦ܦ
2
หߠ௖௔௡ௗ െ ௧௔௥௚௘௧หߠ

௧௔௥௚௘௧ߠ
																														ሺ5ሻ 

 

஻ܦ ൌ ௡ܦ
௧௔௥௚௘௧ܴܲܥܣ െ ௖௔௡ௗܴܲܥܣ
௡௘௕,௨௣ܴܲܥܣ െ ௖௔௡ௗܴܲܥܣ

																ሺ6ሻ 

 
In these expressions, ߠ is the angle between ොܽ and ෠ܾ (or 
equivalently between ̂݌ and ෠ܾ).  ܲܧܣ௖௔௡ௗ, ߠ௖௔௡ௗ, and 
 ௖௔௡ௗ are the measured PAE, bisector angle, and ACPRܴܲܥܣ
measured values, respectively, at the present candidate point.  
 ௧௔௥௚௘௧ are the goal (limiting)ܴܲܥܣ ௧௔௥௚௘௧, andߠ ,௧௔௥௚௘௧ܧܣܲ
values of PAE, bisector angle, and ACPR.  ܴܲܥܣ௡௘௕,௨௣ is the 
ACPR value measured at the neighboring point in the upward 
direction.   

Equation (4) provides the distance to be traveled in the 
PAE direction (or the ACPR direction in the case where the 
present candidate is in the PAE acceptable region) by 
calculating the relative distance between the value of PAE at 
the candidate and the target limiting value to the distance 

between the worst value measured and the target.  This is, in 
some sense, an estimator of the distance remaining to be 
traveled divided by the total distance traveled from a worst-
case starting point.  As the search converges toward 
 ௣ will get smaller, forcing theܦ ௧௔௥௚௘௧, the value ofܧܣܲ
search to take smaller steps and “zoom in” on the PAE 
boundary.   

 
(a)                                          (b)      

Fig. 4.  (a)  Calculation of the next candidate point in the case where 
the PAE is not acceptable at Candidate 1, and (b) calculation of the 
next candidate point in the case where the PAE is acceptable at 
Candidate 1               

 
The component in the direction of the bisector between 

optimum PAE and ACPR directions, ܦ௕, as prescribed by 
equation (5), is designed to take the search toward the Pareto 
optimum locus.  The Pareto optimum locus consists of the 
constrained optimum solutions for minimum ACPR under 
different PAE constraints, and extends from the ACPR 
optimum to the PAE optimum as the PAE constraint is 
varied.  On the Pareto optimum locus, the unit vectors ̂݌ and 
ොܽ are collinear [27], and therefore the angle of ߠ on this 
Pareto optimum locus is 90 degrees.  The solution we desire 
lies on the Pareto optimum locus:  this means that the value 
of ߠ௧௔௥௚௘௧ in equation (5) is 90 degrees.  As the search 
unfolds, it should approach the Pareto optimum locus at the 
limiting value of PAE through the summation of (4) and (5) 
in the search vector.  Both of these equations use ܦ௦/2	as the 
base search distance that is modified by the estimator of how 
close the search is to either the PAE limitation or the Pareto 
optimum locus.  The maximum magnitude of the search 
vector’s projection into the Г௅ plane is ܦ௦.     

Equation (6) gives the component of the search vector in 
the vertical (bandwidth B) direction within the Smith Tube.  
The components in the ොܽ and ෠ܾ directions steer the solution 
toward the constrained optimum ACPR (within PAE 
requirements) in the Smith Chart plane.  The vertical 
component of the search vector, ܤ෠ܦ஻, is designed to take the 
search vertically to the edge of the ACPR acceptable region.  
Because the PAE acceptable region is expected to be nearly 
independent of bandwidth, the search vector is designed to 
place the candidate within the ACPR acceptable region, then 
ascend vertically in the Smith Tube until it stops upon 
reaching the ACPR limit.  Equation (6) contains a ratio that 
describes the relative ACPR change needed to reach the limit 
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with respect to the ACPR change accomplished in a vertical 
neighboring-point measurement.  This component will force 
the search vector to have an upward direction if (6) is positive 
and a downward direction if (6) is negative.   
 

III.  MEASUREMENT SEARCH RESULTS 

The accuracy and efficiency of the search algorithm are 
demonstrated through measurement results.  Figure 5 shows 
the laboratory measurement setup.  MATLAB is used to run 
the algorithms and program the input waveform into the 
Agilent Technologies N5182 MXG signal generator.  The 
tuning of the load reflection coefficient is performed using a 
Maury Microwave MT982B mechanical tuner under control 
of the Maury Automated Tuner System software.  Power 
measurements for calculation of the PAE are taken using an 
Agilent AT N911A power meter and N1921A power sensor.  
An Agilent E4407B 9 kHz to 26.5 GHz spectrum analyzer are 
used for ACPR measurements.  A Skyworks packaged 
amplifier was used as the test device for this paper.  The input 
power to the device was 2 dBm for all measurements shown.  
This power level results in approximately 2 dB compression. 

.   

 
Fig. 5.  Laboratory measurement setup 

 
  The search was performed for multiple starting 

combinations of Г௅ and B.  The trajectories of the searches 
are shown in Figures 6 through 12 for the different starting 
points.  For these searches, the combination of Г௅ and B 
resulting in the highest bandwidth while providing ACPR ≤    
-27.5 dBc and PAE ≥ 7% is sought.  In each case, the starting 
Г௅ and B, as well as the bandwidth search range, are specified 
in the figure caption.  As an example, Figure 6 plots the 
search trajectory for starting Г௅ ൌ 0.44/-20° and a specified 
bandwidth search range of 15 MHz to 20 MHz, placing the 
starting bandwidth at the center of this range (17.5 MHz).  
Figure 6(a) shows a three-dimensional view of the measured 
triangulation algorithm Smith Tube search trajectory in three-
dimensions, and Figure 6(b) shows projection of the search’s 
progress in the Г௅ plane.  The optimum point in the Smith 
Tube for this search was found to be Г௅ = 0.573/-18.66°, B = 
16.635 MHz.  This combination resulted in ACPR = -27.58 
dBc and PAE = 7.05%, and was reached with a total of 21 

measurements.  Table I shows the end B and Г௅ values, as 
well as the final values of ACPR and PAE and number of 
measurements for all of the searches shown in Figures 6 
through 12.   

   

 
                    (a)                                                (b) 
Fig. 6.  (a) Three-dimensional view of the measured triangulation 
algorithm Smith Tube search trajectory for a search starting from 
Г௅ ൌ 0.44/-20° and B = 17.5 MHz (the bandwidth search range of 15 
MHz to 20 MHz is normalized to operate between -1 and 1, where 
the starting point, the range center, is assigned to be zero), and (b) 
horizontal projection of the search 

 
                    (a)                                                     (b) 
Fig. 7.  (a) Three-dimensional view of the measured triangulation 
algorithm Smith Tube search trajectory for a search starting from 
Г௅ ൌ 0.9/90° and B = 17.5 MHz (the bandwidth search range of 15 
MHz to 20 MHz is normalized to operate between -1 and 1, where 
the starting point, the range center, is assigned to be zero), and (b) 
horizontal projection of the search 

 
                    (a)                                                (b) 
Fig. 8.  (a) Three-dimensional view of the measured triangulation 
algorithm Smith Tube search trajectory for a search starting from 
Г௅ ൌ 0 and B = 15 MHz (the bandwidth search range of 10 MHz to 
20 MHz is normalized to operate between -1 and 1, where the 
starting point, the range center, is assigned to be zero), and (b) 
horizontal projection of the search  

 
Figure 6 shows that for a starting Г௅ ൌ	0.44/-20° and 

bandwidth search range from 15 MHz to 20 MHz, the search 
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END END

END 

END
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slowly decreases the value of B and moves the Г௅ toward the 
endpoint of the search.  The initial value of B, 17.5 MHz, is 
higher than the final bandwidth of 16.635 MHz.  Figure 7 
shows the results of the search starting from Г௅ ൌ	0.90/90° 
and bandwidth search range from 15 MHz to 20 MHz.  The 
search first descends rapidly; in fact, it seems (on initial 
instinct) to “overreact”.  This is because the change in ACPR 
with slight vertical displacement is formidable enough to 
cause the bandwidth to be changed significantly.    
 

 
                     (a)                                                   (b)  
Fig. 9.  (a) Three-dimensional view of the measured triangulation 
algorithm Smith Tube search trajectory for a search starting from 
Г௅ ൌ 0.9/180° and B = 15 MHz (the bandwidth search range of 10 
MHz to 20 MHz is normalized to operate between -1 and 1, where 
the starting point, the range center, is assigned to be zero), and (b) 
horizontal projection of the search 

     
                    (a)                                                      (b) 
Fig. 10.  (a) Three-dimensional view of the measured triangulation 
algorithm Smith Tube search trajectory for a search starting from 
Г௅ ൌ 0 and B = 15 MHz (the bandwidth search range of 10 MHz to 
20 MHz is normalized to operate between -1 and 1, where the 
starting point, the range center, is assigned to be zero), and (b) 
horizontal projection of the search 

 
In any case where the ACPR at a candidate is above the 

acceptable limit, the subsequent candidate will be below its 
predecessor in the Smith Tube.  In addition to Fig. 6, this is 
the case in the searches displayed in Figures 7, 8, 9, 10, and 
12.  In some cases, the starting value of B is actually lower 
than the final bandwidth resulting from the optimization, but 
the ACPR does not meet requirements due to the fact that Г௅ 
is significantly displaced from the ACPR optimum on the 
Smith Chart.  Based on equation (6), the search only proceeds 
upward when the ACPR at a candidate is within the 
acceptable ACPR limit.  Thus the search proceeds downward 
until an acceptable value of ACPR is obtained, then it will 
proceed upward while the ACPR remains acceptable.  As the 
search proceeds downward, the value of Г௅ is also optimized; 
both of these components cause improvement in ACPR.  The 

search then can proceed upward until the ACPR leaves the 
compliance region, or until the PAE and ACPR limits are 
reached and the constrained optimum is determined.  The 
value of ܦ௦ is divided by 2 if the candidate, after having 
entered the intersection of the PAE and ACPR acceptable 
regions, attempts to leave the intersection of the PAE and 
ACPR acceptable regions.  This causes the search distance to 
be lowered further as the optimum is approached. 
 

 
(a)                                                (b)  

Fig. 11.  (a) Three-dimensional view of the measured triangulation 
algorithm Smith Tube search trajectory for a search starting from 
Г௅ ൌ 0.9/0° and B = 12.5 MHz (the bandwidth search range of 5 
MHz to 20 MHz is normalized to operate between -1 and 1, where 
the starting point, the range center, is assigned to be zero), and (b) 
horizontal projection of the search  

 
 

 
                     (a)                                                      (b) 
Fig. 12.  (a) Three-dimensional view of the measured triangulation 
algorithm Smith Tube search trajectory for a search starting from 
Г௅ ൌ 0.9/-90° and B = 12.5 MHz (the bandwidth search range of 5 
MHz to 20 MHz is normalized to operate between -1 and 1, where 
the starting point, the range center, is assigned to be zero), and (b) 
horizontal projection of the search 

 

TABLE I:  ALORITHM MEASUREMENT SEARCH RESULTS FOR 

MULTIPLE STARTING CONDITIONS 

 

Start 
B 

(MHz) 

Start 
Г௅  

End 
B 

(MHz) 

End Г௅ End 
ACPR 
(dBc) 

End 
PAE 
(%) 

# 
Meas. 

17.5 0.44 /-20° 16.635 0.573/ -18.66° -27.58 7.05 21 
17.5 0.90 /90° 16.377 0.562/ -24.82° -27.63 7.27 34 
15 0 16.498 0.557/ -25.26° -27.50 7.25 18 
15 0.9 /180° 15.959 0.519 / -25.38° -27.67 7.48 33 

12.5 0.9 / 0° 16.258 0.576/ -21.11° -27.54 7.29 22 
12.5 0.9 /-90° 15.732 0.555/ -31.42° -28.11 7.40 34 

START 

START 

START 

START

START 

START 

START 

START

END 

END 

END 

END 

END

END 

END

END 
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The results of Table I show good correspondence between 

the end B and Г௅ values across the different starting 
conditions.  In addition, all of the measurements show PAE 
and ACPR values that are near their limits (7 percent and                   
-27.5 dBc, respectively), yet within compliance.  For the 
cases shown, the algorithm demonstrates a good estimation of 
the constrained optimum ሺГ௅,  ሻ combination with betweenܤ
18 and 34 measurements.  While estimates of actual 
optimization time in real radar systems for this number of 
measurements have yet to be developed, the reduction in the 
number of measurements is significant compared to the 
“brute-force” exhaustive search method of performing load-
pull measurements at multiple bandwidths [2].    
 

IV.  CONCLUSIONS 

This paper demonstrates a new measurement-based 
algorithm that allows fast load-impedance and waveform 
optimization to maximize bandwidth while meeting power-
added efficiency and adjacent-channel power ratio 
requirements.  Good convergence of this algorithm is 
demonstrated from multiple starting combinations of load 
reflection coefficient and bandwidth.  This algorithm is 
expected to provide fast real-time, reconfiguration of power 
amplifier circuitry and input waveform for future radar 
transmitters.  Observation of the algorithm for multiple 
starting points shows that the search endeavors to reach the 
acceptable ACPR region quickly, indicating that the device 
will maintain spectrally compliant (or near-compliant) 
operation for a considerable portion of the testing.  This work 
uses the Smith Tube, a new tool for joint, simultaneous 
optimization of radar circuit and waveform parameters. 
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