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After Miller passed away in 2007, his former graduate student Jef-
fery L. Bada and some colleagues re-analyzed some vials from the 1952 
experiments. Using modern techniques that were not available to Miller, 
Bada and his colleagues identified many more amino acids than Miller 
had found, especially in the vials from the second apparatus. Bada and 
his colleagues were particularly interested in Miller’s second apparatus 
“because it possibly simulates the spark discharge synthesis by lightning 
in a steam-rich volcanic eruption.” In 2008 they published an article 
about their findings in Science, titled “The Miller Volcanic Spark Dis-
charge Experiment.”30 

 It has long been known that lightning is often associated with vol-
canic eruptions.31 Bada and his colleagues justified their “volcanic” de-
scription of Miller’s second apparatus by citing a 2000 report that vol-
canic lightning is probably due to “charge separation in the erupting ash 
column.”32 But passing the steam from the flask of boiling water through 
a nozzle and pointing out that lightning is often associated with volcanic 
eruptions does not transform the second apparatus into a “volcanic ex-
periment.” Miller did not call it a “volcanic experiment” in his published 
report. (His only reference to volcanoes was a speculation that they 
might have provided “local hot spots [that] synthesized other simple or-
ganic compounds.”33) The gases Miller used in his so-called “volcanic ex-
periment” were the same ones he used in his other 1952 experiments—
methane (CH4), hydrogen gas (H2), ammonia (NH3), and water vapor 
(H2O). And the relevant reactions still occurred in the five-liter flask, not 
in the plume of steam near the nozzle. 

The only thing in the 2008 paper that provided a rationale for the 
“volcanic” label was a claim by Bada and his colleagues that “the volcanic 
apparatus experiment suggests that, even if the overall atmosphere was 
not reducing, localized prebiotic synthesis could have been effective.”34 
But the experiment did not provide any evidence for this. The experi-
ment didn’t even suggest it. The “localized prebiotic synthesis” was sheer 
speculation.
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In another paper published in 2008, Bada and some colleagues at-
tempted to meet head-on the objection that Earth’s early atmosphere 
was not reducing but was dominated by volcanic gases. (Miller passed 
away in 2007, but since he had contributed to the work his name was 
added posthumously to the paper.) In 1983, Schlesinger and Miller had 
reported that in a CO2 atmosphere “the yields of amino acids are so low 
it is difficult to detect them.”35 When Bada and his colleagues did some 
electric discharge experiments using carbon dioxide (CO2), nitrogen 
(N2), and water vapor (H2O), they also obtained “only negligible yields 
of amino acids.” But they reasoned that the low yields “were likely the 
result of oxidation” by nitrite and nitrate ions produced by the electric 
discharge. So they added ascorbic acid (Vitamin C) to inhibit oxidation. 
They acknowledged that Vitamin C is “an unlikely prebiotic anti-oxi-
dant,” but they argued that prebiotic iron-sulfur compounds could have 
done the job instead.36 

Bada and his colleagues also discovered that nitrites and nitrates 
from the spark discharge make the liquid in the apparatus too acidic for 
amino acids to form. So they added excess calcium carbonate (CaCO3) 
to keep the liquid close to a neutral pH (7.1). They concluded that “buff-
ering the reaction solution with respect to pH and the addition of oxida-
tion inhibitors” greatly increased the yield of amino acids from a neutral 
atmosphere.37

Of course, a good organic chemist with suitable methods and an 
adequate laboratory can synthesize all the amino acids found in living 
things from gases that contain the necessary elements: carbon, hydro-
gen, oxygen, and nitrogen (and sulfur and selenium for a few of them). 
The question is whether biologically important amino acids can be syn-
thesized from gases containing these elements under realistic prebiotic 
conditions, before there were any chemists or laboratories.

In 2018, German organic chemist Clemens Richert wrote: “We do 
our best to perform experiments that we believe re-enact possible steps 
of prebiotic evolution, but we know that we need to intervene manually 
to obtain meaningful results. Simply mixing chemicals and watching for 
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a living system to appear” has never worked. But human intervention 
must be kept to a minimum: “A reaction or a reaction network is al-
lowed to unfold, and the sample is only broken up when the experiment 
has been finished. Perhaps, samples are drawn, as in the famous Miller 
experiment, but there is no addition of new chemicals or an artificial 
change in conditions.”38

So the Miller-Urey experiment works with a realistic primitive at-
mosphere, but only with the addition of new chemicals and an artificial 
change in conditions. In other words, the 1983 results of Schlesinger and 
Miller are still valid: Without additional human intervention, sparking a 
predominantly CO2 atmosphere does not produce amino acids adequate 
for the origin of life.

In 2011, Bada and some colleagues published analyses of samples 
that Miller had produced with his apparatus in a 1958 experiment that 
he never reported. In his 1958 experiment, Miller used a gaseous mix-
ture of hydrogen sulfide (H2S), methane (CH4), ammonia (NH3), and 
carbon dioxide (CO2)—and of course water vapor (H2O). The analyses 
identified “a large assortment of amino acids” in the samples, including 
some that (not surprisingly) contained sulfur. Since the gases emitted 
by modern volcanoes include small amounts of hydrogen sulfide, Bada 
and his colleagues concluded that “Miller’s 1958 study could thus serve 
as a model for the chemistry that may have occurred in early volcanic 
plumes.”39 

But except for the addition of hydrogen sulfide and some carbon 
dioxide, Miller’s 1958 experiment came no closer to simulating a volca-
nic eruption than what Bada called his “volcanic” experiment of 1952. 
The gases Miller used were still a highly reducing mixture dominated by 
methane and ammonia, not the neutral or slightly reducing mixtures of 
gases emitted by modern volcanoes.

Nevertheless, Bada and his associates have continued to promote 
the Miller-Urey experiment, including its so-called “volcanic” version.40 
They have even posted online instructions on how to re-enact the experi-
ment in a science classroom.41 
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Recent Textbooks
Recent biology textbooks not only feature the Miller-Urey experiment, 
but also give students the false impression that it and its successors dem-
onstrated how life’s chemical building blocks could have formed under 
realistic prebiotic conditions on the early Earth. 

Five such textbooks are reviewed here. They all acknowledge one or 
more problems with the Miller-Urey experiment, but they all conclude 
by defending it. 

For example, the 2017 edition of Freeman’s Biological Science reports:

The production of more complex molecules from simple molecules in 
Miller’s experiment supported his claim that the formation of a prebi-
otic soup was possible. The results came under fire, however, when oth-
er researchers pointed out that the early atmosphere was dominated by 
volcanic gases like CO, CO2, and H2, not the CH4 and NH3 used in 
Miller’s experiment. This controversy stimulated a series of follow-up 
experiments, which showed that the assembly of small molecules into 
more complex molecules could also occur under more realistic early 
Earth conditions.42

But with a few exceptions (mentioned above) researchers do not 
think H2 dominated the early atmosphere. And “the assembly of small 
molecules into more complex molecules” is inexcusably vague. Small 
molecules assemble into complex sodium aluminum silicates that make 
up much of the lava that flows from volcanoes. Yet they have nothing to 
do with the origin of life.

Freeman’s Biological Science gets more specific a few pages later: “The 
early Earth simulations designed by Stanley Miller and others who fol-
lowed up on his work sparked particular excitement for origin-of-life 
researchers, because the same molecules were repeatedly discovered 
among their products—amino acids.”43

But this glosses over the fact (as we saw above) that without an excess 
of hydrogen, a Miller-Urey-type experiment using a realistic atmosphere 
of CO2 and water vapor does not produce even the simplest amino acid 
(glycine). 
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According to the 2017 edition of Raven and Johnson’s Biology, “Very 
few geochemists agree on the exact composition of the early atmosphere. 
One popular view is that it contained principally carbon dioxide (CO2) 
and nitrogen gas (N2), along with significant amounts of water vapor 
(H2O). It is possible that the early atmosphere also contained hydro-
gen gas (H2) … hydrogen sulfide (H2S), ammonia (NH3), and methane 
(CH4).”

44

Without further explanation, the textbook informs students: “We 
refer to such an atmosphere as a reducing atmosphere [emphasis in the 
original].” Raven and Johnson’s Biology concludes that the Miller-Urey 
experiment and its successors showed that “the key molecules of life 
could have formed in the reducing atmosphere of the early Earth.”45

Wait a minute! An atmosphere that contains principally carbon di-
oxide, nitrogen and water vapor—even if it also contains small amounts 
of hydrogen, hydrogen sulfide, ammonia and methane—is nearly neu-
tral. It is not even close to being the “reducing atmosphere” that Miller 
used to synthesize “the key molecules of life.” The textbook is mislead-
ing, to say the least.

The 2018 edition of Campbell’s Biology has this to say about Miller’s 
experiment and its successors:

[Miller’s] apparatus yielded a variety of amino acids found in organ-
isms today, along with other organic compounds. Many laboratories 
have since repeated Miller’s classic experiment using different recipes 
for the atmosphere, some of which also produced organic compounds. 
However, some evidence suggests that the early atmosphere was made 
up primarily of nitrogen and carbon dioxide and was neither reduc-
ing nor oxidizing (electron removing). Recent Miller/Urey-type ex-
periments using such ‘neutral’ atmospheres have also produced organic 
molecules.46

So—like Freeman’s inexcusably vague reference to “complex mol-
ecules” instead of amino acids—this textbook resorts to ambiguity. Ac-
cording to the Encyclopedia Britannica, an organic molecule is “any of a 
large class of chemical compounds in which one or more atoms of carbon 
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are covalently linked to atoms of other elements, most commonly hy-
drogen, oxygen, or nitrogen. The few carbon-containing compounds not 
classified as organic include carbides, carbonates, and cyanides.”47

Carbides are compounds of carbon with a less electronegative ele-
ment (e.g., calcium carbide, CaC2); carbonates are compounds contain-
ing CO3 (e.g., sodium bicarbonate, NaHCO3); and cyanides are com-
pounds containing triple-bonded CN (e.g., hydrogen cyanide, HCN). 
Even with these classes of chemicals excluded, “organic molecules” could 
refer to a host of compounds unrelated to the origin of life, including 
crude oil and cellulose. The textbook’s vagueness misleads students into 
believing that the Miller-Urey experiment still explains how life’s build-
ing blocks formed on the early Earth.

Campbell’s Biology also relies heavily on Bada’s “volcanic” label for 
two of Miller’s experiments: the unreported 1958 experiment in which 
Miller included H2S among his reactants, and the 1952 experiment us-
ing an aspirating nozzle to inject steam into the other gases. According 
to the textbook, “since H2S is released by volcanoes, the H2S experiment 
was designed to mimic conditions near volcanoes on early Earth.”48 Yet 
Miller never published anything to suggest that. It was Bada and his col-
leagues who added that gloss to his work fifty years later.

The textbook also reports, “In addition to his classic [1952] study, 
Miller also conducted an experiment simulating a volcanic eruption.”49 
Yet, again, Miller did not suggest that in his published report.50 And 
again, it was a gloss added more than fifty years later by Bada and his 
colleagues.51

According to the 2019 edition of Mader and Windelspecht’s Biology: 
“The Miller-Urey experiment has been tested and re-examined over the 
decades since it was first performed. Other investigators have achieved 
similar results as Miller by using other, less-reducing combinations of 
gases dissolved in water.”52

As we saw above, this is inexcusably vague, if not downright false. 
The textbook concludes: “If early atmospheric gases did react with one 
another to produce small organic compounds, neither oxidation (no free 
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oxygen was present) nor decay (no bacteria existed) would have destroyed 
these molecules, and rainfall would have washed them into the ocean, 
where they would have accumulated for hundreds of millions of years. 
Therefore, the oceans would have been a thick, warm organic soup.”53

So like Campbell’s Biology, Mader and Windelspecht’s Biology uses 
the ambiguous and elusive term “organic compounds” to obscure what 
is a very misleading description of the current status of the Miller-Urey 
experiment.

The 2019 edition of a popular high school textbook, [Kenneth R.] 
Miller and Levine’s Biology, describes how Miller performed his 1952 
experiment and reports: “The results were spectacular. Miller and 
Urey’s analysis revealed that 21 amino acids had been produced in their 
apparatus.”54

Of course, Miller detected only two with certainty, and perhaps two 
more. So this description is highly exaggerated. But that’s trivial com-
pared to the textbook’s now-familiar repetition of the false claim that a 
Miller-Urey-type experiment using a realistic atmosphere produces re-
sults similar to those using a reducing atmosphere:

Miller and Urey’s experiment suggests that organic compounds neces-
sary for life could have arisen from simpler compounds on a primitive 
Earth. While Miller and Urey’s hypotheses about the composition of 
the early atmosphere were incorrect, more recent experiments using 
current ideas about the early atmosphere have validated their con-
clusion: Organic compounds could have been produced on the early 
Earth.55

Once again, this textbook resorts to the ambiguous and elusive term 
“organic compounds.” 

Conclusions
It doesn’t take an expert to see that biology textbooks are still obscuring 
the truth about the Miller-Urey experiment. There might be a legitimate 
place for drawings of their iconic apparatus, because it was a historic 
milestone in origin-of-life research. But there is no scientific justification 
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for giving students the impression that the experiment works just fine 
with a realistic atmosphere.

Why do so many biology textbooks mislead students about the 
Miller-Urey experiment? One sometimes hears the excuse that text-
books are expensive to produce, and it is difficult to keep up with the 
latest in every area of research. But the Miller-Urey experiment was dis-
credited among most scientists decades ago, despite the efforts of a few 
determined defenders. Surely two decades is enough time to remove the 
passages that continue to mislead students about its relevance!

The problem is exacerbated by the enormous financial burden 
placed on today’s students, parents, and taxpayers. The five textbooks 
reviewed here cost an average of $97 each, and they are usually required, 
not optional. Surely at those prices students, parents, and taxpayers are 
entitled to the truth about the Miller-Urey experiment: that for good 
scientific reasons it is now widely thought to be irrelevant to the origin 
of life on Earth.
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17� Evidence of 
Intelligent Design in 

the Origin of Life
Stephen C. Meyer

Theories about the origin of life necessarily presuppose knowledge of 
the attributes of living cells. As historian of biology Harmke Kam-

minga has observed, “At the heart of the problem of the origin of life lies 
a fundamental question: What is it exactly that we are trying to explain 
the origin of?”1 Or as the pioneering chemical evolutionary theorist Al-
exander Oparin put it, “The problem of the nature of life and the prob-
lem of its origin have become inseparable.”2 Origin-of-life researchers 
want to explain the origin of the first and presumably simplest—or, at 
least, minimally complex—living cell. As a result, developments in fields 
that explicate the nature of unicellular life have historically defined the 
questions that origin-of-life scenarios must answer.

Since the late 1950s and 1960s, origin-of-life researchers have in-
creasingly recognized the complex and specific nature of unicellular life 
and the biomacromolecules on which such systems depend. Further, 
molecular biologists and origin-of-life researchers have characterized 
this complexity and specificity in informational terms. Molecular bi-
ologists routinely refer to DNA, RNA, and proteins as carriers or re-
positories of “information.”3 Many origin-of-life researchers now regard 
the origin of the information in these biomacromolecules as the central 
question facing their research. As Bernd-Olaf Kuppers has stated, “The 
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problem of the origin of life is clearly basically equivalent to the problem 
of the origin of biological information.”4

This chapter will evaluate competing explanations for the origin of 
the information necessary to build the first living cell. To do so will re-
quire determining what biologists have meant by the term information 
as it has been applied to biomacromolecules. As many have noted, “in-
formation” can denote several theoretically distinct concepts. This chap-
ter will attempt to eliminate this ambiguity and to determine precisely 
what type of information origin-of-life researchers must explain “the ori-
gin of.” What follows will first seek to characterize the information in 
DNA, RNA, and proteins as a fact in need of explanation; and, second, 
to evaluate the efficacy of competing classes of explanation for the origin 
of biological information.

Part I will seek to show that molecular biologists have used the term 
“information” consistently to refer to the joint properties of complexity 
and functional specificity or specification. Biological usage of the term 
will be contrasted with its classical information-theoretic usage to show 
that “biological information” entails a richer sense of information than 
the classical mathematical theory of Shannon and Wiener. Part I will 
also argue against attempts to treat biological “information” as a meta-
phor lacking empirical content and/or ontological status.5 It will show 
that the term biological information refers to two real features of living 
systems, complexity and specificity, features that jointly do require ex-
planation.

Part II will evaluate competing types of explanation for the origin 
of the specified biological information necessary to produce the first liv-
ing system. From the 1920s to the mid-1960s, origin-of-life research-
ers relied heavily on theories emphasizing the creative role of random 
events—“chance”—often in tandem with some form of prebiotic natural 
selection. Since the late 1960s, theorists have instead emphasized deter-
ministic self-organizational laws or properties—that is, physical-chem-
ical “necessity.” Part II will show the causal inadequacy of explanations 
involving “chance,” “necessity,” and the combination of the two.
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Part III will suggest that the origin of biological information re-
quires a radically different explanatory approach. It will argue that our 
present knowledge of causal powers suggests intelligent design as a bet-
ter, more causally adequate explanation for the origin of the specified 
complexity (the information so defined) present in large biomolecules 
such as DNA, RNA, and proteins.

I.
A. The Growing Recognition of the Complexity of the 
Cell
After Darwin published the Origin of Species in 1859, many scientists 
began to think about a problem that Darwin had not addressed.6 Al-
though Darwin’s theory purported to explain how life could have grown 
gradually more complex starting from “one or a few simple forms,” it 
did not explain, or attempt to explain, how life had first originated. Yet 
in the 1870s and 1880s, evolutionary biologists like Ernst Haeckel and 
Thomas Huxley assumed that devising an explanation for the origin of 
life would be fairly easy, based on their assumption that life was, in es-
sence, a chemically simple substance called “protoplasm” that could eas-
ily be constructed by combining and recombining simple chemicals such 
as carbon dioxide, oxygen, and nitrogen.

Over the next sixty years, biologists and biochemists gradually re-
vised their view of the nature of life. During the 1860s and 1870s, biolo-
gists tended to see the cell, in Haeckel’s words, as an undifferentiated 
and “homogeneous globule of plasm.” By the 1930s, however, most bi-
ologists had come to see the cell as a complex metabolic system.7 Origin-
of-life theories reflected this increasing appreciation of cellular complex-
ity. Whereas nineteenth-century theories of abiogenesis envisioned life 
arising almost instantaneously via a one- or two-step process of chemical 
“autogeny,” early twentieth-century theories, such as Oparin’s theory of 
evolutionary abiogenesis, envisioned a multibillion-year process of trans-
formation from simple chemicals to a complex metabolic system.8 Even 
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so, most scientists during the 1920s and 1930s still vastly underestimat-
ed the complexity and specificity of the cell and its key functional com-
ponents—as developments in molecular biology would soon make clear.

B. The Complexity and Specificity of Proteins
During the first half of the twentieth century, biochemists had come to 
recognize the centrality of proteins to the maintenance of life. However, 
they repeatedly underestimated the complexity of proteins. Beginning 
in the 1950s a series of discoveries caused this simplistic view of pro-
teins to change. Researchers ultimately found that proteins exhibit an 
extraordinarily complex and irregular three-dimensional shape: a twist-
ing, turning, tangle of amino acids. As John Kendrew explained in 1958, 
“The big surprise was that it was so irregular… the arrangement seems 
to be almost totally lacking in the kind of regularity one instinctively 
anticipates, and it is more complicated than has been predicted by any 
theory of protein structure.”9

By the mid-1950s, biochemists recognized that proteins possess 
another remarkable property. In addition to their complexity, proteins 
also exhibit specificity. Whereas proteins are built from chemically 
rather simple amino acid “building blocks,” their function (whether as 
enzymes, signal transducers, or structural components in the cell) de-
pends crucially on a specific arrangement of those building blocks.10 In 
particular, the specific sequence of amino acids in a chain and the resul-
tant chemical interactions between amino acids largely determine the 
specific three-dimensional structure that the chain as a whole will adopt. 
Those structures or shapes in turn determine what function, if any, the 
amino acid chain can perform in the cell.

For a functioning protein, its three-dimensional shape gives it a 
hand-in-glove fit with other molecules, enabling it to catalyze specific 
chemical reactions or to build specific structures within the cell. Because 
of its three-dimensional specificity, one protein can usually no more sub-
stitute for another than one tool can substitute for another. A topoi-
somerase can no more perform the job of a polymerase than a hatchet 
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can perform the function of a soldering iron. Instead, proteins perform 
functions only by virtue of their three-dimensional specificity of fit, ei-
ther with other equally specified and complex molecules or with simpler 
substrates within the cell. Moreover, the three-dimensional specificity 
derives in large part from the one-dimensional sequence specificity in 
the arrangement of the amino acids that form proteins. Even slight al-
terations in sequence often result in the loss of protein function.

C. The Complexity and Sequence Specificity of DNA
During the early part of the twentieth century, researchers also vastly 
underestimated the complexity (and significance) of nucleic acids such 
as DNA and RNA. By then, scientists knew the chemical composi-
tion of DNA. Biologists and chemists knew that in addition to sugars 
(and later phosphates), DNA was composed of four different nucleotide 
bases, called adenine, thymine, cytosine, and guanine. In 1909, chemist 
P. A. Levene thought he had shown that the four different nucleotide 
bases always occurred in equal quantities within the DNA molecule.11 
He conjectured that the four nucleotide bases in DNA linked together 
in repeating sequences of the same four chemicals in the same sequential 
order. Yet if those sequential arrangements of nucleotides were repetitive 
and invariant, their potential for expressing any genetic diversity seemed 
inherently limited. To account for the heritable differences between spe-
cies, biologists needed to discover some source of variable or irregular 
specificity, some source of information, within the germ lines of different 
organisms. Yet insofar as DNA was seen as an uninterestingly repetitive 
molecule, many biologists assumed that DNA could play little if any role 
in the transmission of heredity.

That view began to change in the mid-1940s for several reasons. 
Crucially, work by Erwin Chargaff of Columbia University in the late 
1940s undermined Levene’s “tetranucleotide hypothesis.” Chargaff 
showed that nucleotide frequencies actually do differ between species, 
even if they often hold constant within the same species or within the 
same organs or tissues of a single organism.12 More important, Char-
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gaff recognized that even for nucleic acids of exactly “the same analyti-
cal composition”—meaning those with the same relative proportions of 
the four bases (abbreviated A, T, C, and G)—“enormous” numbers of 
variations in sequence were possible.13 Thus, Chargaff showed that base 
sequencing in DNA might well display the high degree of variability and 
aperiodicity required by any potential carrier of heredity.

Eventually, elucidation of the three-dimensional structure of DNA 
by Watson and Crick in 1953 made clear that DNA could function as a 
carrier of hereditary information.14 The model proposed by Watson and 
Crick envisioned a double-helix structure. According to the now well-
known Watson and Crick model, the two strands of the helix were made 
of sugar and phosphate molecules linked by phosphodiester bonds. Nu-
cleotide bases were linked horizontally to the sugars on each strand of 
the helix and to a complementary base on the other strand to form an 
internal “rung” on a twisting “ladder.”

The Watson-Crick model made clear that DNA might possess 
an impressive chemical and structural complexity. The double-helix 
structure for DNA presupposed an extremely long and high-molecular-
weight structure, possessing an impressive potential for variability and 
complexity in sequence. As Watson and Crick explained, “The phos-
phate-sugar backbone of our model is completely regular, but any se-
quence of the pairs of bases can fit into the structure. It follows that in a 
long molecule many different permutations are possible, and it therefore 
seems likely that the precise sequence of the bases is the code which car-
ries the genetical information.”15

The notion of a “code” was important. Discovery of the complexity 
and specificity of proteins had led researchers to suspect a functionally 
specific role for DNA. Molecular biologists assumed that proteins were 
much too complex to arise by chance in vivo. Moreover, given their ir-
regularity, it seemed unlikely that a general chemical law or regularity 
could explain their assembly. Instead, molecular biologists had begun 
to look for some source of information or “specificity” within the cell 
that could direct the construction of such highly specific and complex 
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structures. To explain the presence of the specificity and complexity in 
the protein, Monod would later insist, “you absolutely needed a code.”16

The structure of DNA as elucidated by Watson and Crick suggest-
ed a means by which information or “specificity” might be encoded along 
the spine of DNA’s sugar-phosphate backbone.17 Their model suggested 
that variations in sequence of the nucleotide bases might find expression 
in the sequence of the amino acids that form proteins. In 1955, Crick 
proposed this idea as the so-called sequence hypothesis. According to 
Crick’s hypothesis, the specificity of arrangement of amino acids in 
proteins derives from the specific arrangement of the nucleotide bases 
on the DNA molecule.18 The sequence hypothesis suggested that the 
nucleotide bases in DNA functioned like letters in an alphabet or char-
acters in a machine code. Just as alphabetic letters in a written language 
may perform a communication function depending on their sequence, 
so, too, might the nucleotide bases in DNA result in the production of 
a functional protein molecule depending on their precise sequential ar-
rangement. In both cases, function depends crucially on sequence. The 
sequence hypothesis implied not only the complexity but also the func-
tional specificity of DNA base sequences.

By the early 1960s, a series of experiments had confirmed that 
DNA base sequences play a critical role in determining amino acid se-
quence during protein synthesis.19 By that time, the processes and mech-
anisms by which DNA sequences determine key stages of the process 
were known (at least in outline). Protein synthesis or “gene expression” 
proceeds as long chains of nucleotide bases are first copied during a pro-
cess known as transcription. The resulting copy, a “transcript” made of 
single-stranded “messenger RNA,” now contains a sequence of RNA 
bases precisely reflecting the sequence of bases on the original DNA 
strand. The transcript is then transported to a complex organelle called 
a ribosome. At the ribosome, the transcript is “translated” with the aid 
of highly specific adaptor molecules (called transfer-RNAs) and specific 
enzymes (called amino-acyl tRNA synthetases) to produce a growing 
amino acid chain.20
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Whereas the function of the protein molecule derives from the spe-
cific arrangement of twenty different types of amino acids, the function 
of DNA depends on the arrangement of just four kinds of bases. This 
lack of a one-to-one correspondence means that a group of three DNA 
nucleotides (a triplet) is needed to specify a single amino acid. In any 
case, the sequential arrangement of the nucleotide bases determines (in 
large part) the one-dimensional sequential arrangement of amino acids 
during protein synthesis.21 Since protein function depends critically 
on amino acid sequence and amino acid sequence depends critically on 
DNA base sequence, the sequences in the coding regions of DNA them-
selves possess a high degree of specificity relative to the requirements of 
protein (and cellular) function.

D. Information Theory and Molecular Biology
From the beginning of the molecular biological revolution, biologists 
have ascribed information-bearing properties to DNA, RNA, and pro-
teins. In the parlance of molecular biology, DNA base sequences contain 
the “genetic information” or the “assembly instructions” necessary to 
direct protein synthesis. Yet the term “information” can denote several 
theoretically distinct concepts. Thus, one must ask which sense of “in-
formation” applies to these large biomacromolecules. In fact, molecular 
biologists employ a concept of information stronger than that of math-
ematicians and information theorists, but slightly weaker conception 
than that of linguists and ordinary users.

During the 1940s, Claude Shannon at Bell Laboratories developed 
a mathematical theory of information.22 His theory equated the amount 
of information transmitted with the amount of uncertainty reduced or 
eliminated by a series of symbols or characters.23 For example, before 
one rolls a six-sided die, there are six possible outcomes. Before one flips 
a coin, there are two. Rolling a die will thus eliminate more uncertainty 
and, on Shannon’s theory, will convey more information than flipping a 
coin. Equating information with the reduction of uncertainty implied a 
mathematical relationship between information and probability (or its 
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inverse, complexity). Note that for a die each possible outcome has only a 
one in six chance of occurring, compared to a one in two chance for each 
side of the coin. Thus, in Shannon’s theory the occurrence of the more 
improbable event conveys more information. Shannon generalized this 
relationship by stating that the amount of information conveyed by an 
event is inversely proportional to the prior probability of its occurrence. 
The greater the number of possibilities, the greater the improbability 
of any one being actualized, and thus more information is transmitted 
when a particular possibility occurs.

Moreover, information increases as improbabilities multiply. The 
probability of getting four heads in a row when flipping a fair coin is 
½ × ½ × ½ × ½, or (½)4. Thus, the probability of obtaining a specific 
sequence of heads and/or tails decreases exponentially as the number 
of trials increases. The quantity of information increases correspond-
ingly. Even so, information theorists found it convenient to measure 
information additively rather than multiplicatively. Thus, the common 
mathematical expression (I = – log2p) for calculating information con-
verts probability values into informational measures through a negative 
logarithmic function, where the negative sign expresses an inverse rela-
tionship between information and probability.24

Shannon’s theory applies most easily to sequences of alphabetic 
symbols or characters that function as such. Within any given alphabet 
of x possible characters, the placement of a specific character eliminates 
x-1 other possibilities and thus a corresponding amount of uncertainty. 
Or put differently, within any given alphabet or ensemble of x possible 
characters (where each character has an equi-probable chance of occur-
ring), the probability of any one character occurring is 1/x. The larger 
the value of x, the greater the amount of information that is conveyed 
by the occurrence of a specific character in a sequence. In systems where 
the value of x can be known (or estimated), as in a code or language, 
mathematicians can easily generate quantitative estimates of informa-
tion-carrying capacity. The greater the number of possible characters at 
each site and the longer the sequence of characters, the greater is the 
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information-carrying capacity—or Shannon information—associated 
with the sequence.

The essentially digital character of the nucleotide bases in DNA and 
of the amino acid residues in proteins enabled molecular biologists to 
calculate the information-carrying capacity (or syntactic information) 
of those molecules using the new formalism of Shannon’s theory. Be-
cause at every site in a growing amino acid chain, for example, the chain 
may receive any one of twenty amino acids, placement of a single amino 
acid in the chain eliminates a quantifiable amount of uncertainty and 
increases the Shannon or syntactic information of a polypeptide by a 
corresponding amount. Similarly, since at any given site along the DNA 
backbone any one of four nucleotide bases may occur with equal prob-
ability, the p value for the occurrence of a specific nucleotide at that site 
equals 1/4, or .25.25 The information-carrying capacity of a sequence of 
a specific length n can then be calculated using Shannon’s familiar ex-
pression (I = – log2p) once one computes a p value for the occurrence of 
a particular sequence n nucleotides long where p = (1/4)n. The p value 
thus yields a corresponding measure of information-carrying capacity or 
syntactic information for a sequence of n nucleotide bases.26

E. Complexity, Specificity, and Biological Information
Though Shannon’s theory and equations provided a powerful way to 
measure the amount of information that could be transmitted across a 
communication channel, it had important limits. In particular, it did not 
and could not distinguish merely improbable sequences of symbols from 
those that conveyed a message. As Warren Weaver made clear in 1949, 
“The word information in this theory is used in a special mathematical 
sense that must not be confused with its ordinary usage. In particular, 
information must not be confused with meaning.”27 Information theory 
could measure the information-carrying capacity or the syntactic in-
formation of a given sequence of symbols but could not distinguish the 
presence of a meaningful or functional arrangement of symbols from a 
random sequence (for example, “we hold these truths to be self-evident” 



17. Ev idence of Intel l igent Design in t he Orig in of Li fe /  427

versus “ntnyhiznlhteqkhgdsjh”). Thus, Shannon information theory 
could quantify the amount of functional or meaningful information 
that might be present in a given sequence of symbols or characters, but it 
could not distinguish the status of a functional or message-bearing text 
from gibberish. Thus, paradoxically, random sequences of letters often 
have more syntactic information (or information-carrying capacity), as 
measured by classical information theory, than do meaningful or func-
tional sequences that happen to contain a certain amount of intentional 
redundancy or repetition. Thus, Shannon’s theory remains silent on the 
important question of whether a sequence of symbols is functionally 
specific or meaningful.

In its application to molecular biology, Shannon information theory 
did succeed in rendering rough quantitative measures of the informa-
tion-carrying capacity or syntactic information (where those terms cor-
respond to measures of brute complexity),28 establishing that DNA and 
proteins were highly complex, and quantifiably so; yet it could not estab-
lish whether base sequences in DNA or amino acid sequences in pro-
teins possessed the property of functional specificity. Information theo-
ry helped establish that DNA and proteins could carry large amounts of 
functional information; it could not establish whether they did.

The ease with which information theory applied to molecular biol-
ogy (to measure information-carrying capacity) has created considerable 
confusion about the sense in which DNA and proteins contain “infor-
mation.” Since as early as 1958, leading molecular biologists have defined 
biological information so as to incorporate the notion of specificity of 
function (as well as complexity).29 Molecular biologists such as Monod 
and Crick recognized that sequences of nucleotides and amino acids in 
functioning biomacromolecules possessed a high degree of specificity 
relative to the maintenance of cellular function. As Crick explained in 
1958, “By information I mean the specification of the amino acid se-
quence of the protein… Information means here the precise determi-
nation of sequence, either of bases in the nucleic acid or of amino acid 
residues in the protein.”30 Crick’s “precise determination of sequence” is 
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now equated with the extra-information-theoretic property of specific-
ity or specification. Biologists have defined specificity tacitly as “neces-
sary to achieve or maintain function.” They have determined that DNA 
base sequences, for example, are specified not by applying information 
theory but by making experimental assessments of the function of those 
sequences within the overall apparatus of gene expression.31 Similar ex-
perimental considerations have established the functional specificity of 
proteins.

Further, developments in complexity theory have now made possible 
a fully general theoretical account of specification, one that applies read-
ily to biological systems. According to mathematician William Demb-
ski, specification involves a match or correspondence between a physical 
system or sequence and an independently recognizable pattern or set of 
functional requirements.32

To illustrate Dembski’s notion of specification, consider these two 
strings of characters:

“iuinsdysk]idfawqnzkl,mfdifhs”
 “Time and tide wait for no man.”
Given the number of possible ways of arranging the letters and punc-

tuation marks of the English language for sequences of this length, both 
of these two sequences constitute highly improbable arrangements of 
characters. Thus, both have a considerable and quantifiable information-
carrying capacity. Nevertheless, only the second of the two sequences 
exhibits a specification on Dembski’s account.

The reason for this is that English has many functional require-
ments. For example, to convey meaning in English one must employ ex-
isting conventions of vocabulary (associations of symbol sequences with 
particular objects, concepts, or ideas) and existing conventions of syntax 
and grammar. When symbol arrangements “match” existing vocabulary 
and grammatical conventions (i.e., functional requirements), commu-
nication can occur. Such arrangements exhibit “specification.” The se-
quence “Time and tide wait for no man” clearly exhibits such a match, 
and thus performs a communication function.
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Biological organisms also exhibit specifications, though not neces-
sarily semantic or subjectively “meaningful” ones. The nucleotide base 
sequences in the coding regions of DNA are highly specific relative to 
the independent functional requirements of protein function, protein 
synthesis, and cellular life. To maintain viability, the cell must regulate 
its metabolism, pass materials back and forth across its membranes, de-
stroy waste materials, and do many other specific tasks. Each of these 
functional requirements in turn necessitates specific molecular con-
stituents, machines, or systems (usually made of proteins) to accomplish 
these tasks. Building these proteins with their specific three-dimension-
al shapes requires specific arrangements of nucleotide bases on the DNA 
molecule.

Since the chemical properties of DNA allow a vast ensemble of 
combinatorially possible arrangements of nucleotide bases, any particu-
lar sequence will necessarily be highly improbable and rich in Shannon 
information or information-carrying capacity. Yet within that set of pos-
sible sequences a very few will, given the multimolecular system of gene 
expression within the cell, produce functional proteins.33 Those that do 
are thus not only improbable but also functionally “specified” or “specif-
ic,” as molecular biologists use the terms. Thus, the nucleotide sequences 
in the coding regions of DNA possess both syntactic information and 
“specified” information.

A note of definitional clarity must be offered about the relationship 
between “specified” information and “semantic” information. Though 
natural languages and DNA base sequences are both specified, only nat-
ural language conveys meaning. If one defines “semantic information” as 
“subjectively meaningful information that is conveyed syntactically (as 
a string of phonemes or characters) and is understood by a conscious 
agent,” then clearly the information in DNA does not qualify as seman-
tic. Rather, the coding regions of DNA function in much the same way 
as a software program or machine code, directing operations within a 
complex material system via highly complex yet specified sequences of 
characters. As Richard Dawkins has noted, “The machine code of the 
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genes is uncannily computer-like.”34 Or as software developer Bill Gates 
has noted, “DNA is like a computer program, but far, far more advanced 
than any software we’ve ever created.”35 Just as the specific arrangement 
of two symbols (0 and 1) in a software program can perform a function 
within a machine environment, so, too, can the precise sequencing of the 
four nucleotide bases in DNA perform a function within the cell.

Since the late 1950s, the concept of information as employed by mo-
lecular biologists has conjoined the notions of complexity (or improba-
bility) and specificity of function. The crucial biomolecular constituents 
of living organisms possess not only Shannon or syntactic information 
but also “specified information” or “specified complexity.”36 Biological 
information so defined, therefore, constitutes a salient feature of living 
systems that any origin-of-life scenario must explain “the origin of.” Fur-
ther, as we will see below, all naturalistic chemical evolutionary theories 
have encountered difficulty explaining the origin of such functionally 
“specified” biological information.

F. Information as Metaphor: Nothing to Explain?
Though most molecular biologists would see nothing controversial in 
characterizing DNA and proteins as “information-bearing” molecules, 
some historians and philosophers of biology have challenged that de-
scription. Before evaluating competing types of explanation for the ori-
gin of biological information, this challenge must be addressed. In 2000, 
the late historian of science Lily Kay characterized the application of 
information theory to biology as a failure, in particular because classical 
information theory could not capture the idea of meaning. She suggests, 
therefore, that the term information as used in biology constitutes noth-
ing more than a metaphor. Since, in Kay’s view, the term does not desig-
nate anything real, it follows that the origin of “biological information” 
does not require explanation. Instead, only the origin of the use of the 
term “information” within biology requires explanation. As a social con-
structivist, Kay explained this usage as the result of various social forces 
operating within the “Cold War Technoculture.”37 In a different but re-
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lated vein, Sarkar has argued that the concept of information has little 
theoretical significance in biology because it lacks predictive or explana-
tory power.38 He, like Kay, seems to regard the concept of information 
as a superfluous metaphor lacking empirical reference and ontological 
status.

Of course, insofar as the term “information” connotes semantic 
meaning, it does function as a metaphor within biology. That does not 
mean, however, that the term functions only metaphorically or that 
origin-of-life biologists have nothing to explain. Though information 
theory has a limited application in describing biological systems, it has 
succeeded in rendering quantitative assessments of the complexity of bio-
macromolecules. Further, experimental work established the functional 
specificity of the sequences of monomers in DNA and proteins. Thus, 
the term “information” as used in biology does refer to two real and con-
tingent properties of living systems: complexity and specificity. Indeed, 
since scientists began to think seriously about what would be required 
to explain the phenomenon of heredity, they have recognized the need 
for some feature or substance in living organisms possessing precisely 
these two properties together. Thus, Schrödinger envisioned an “aperi-
odic crystal”; Chargaff perceived DNA’s capacity for “complex sequenc-
ing”; Watson and Crick equated complex sequences with “information,” 
which Crick in turn equated with “specificity”; Monod equated irregular 
specificity in proteins with the need for “a code”; and Orgel characterized 
life as a “specified complexity.”39 Further, Davies has recently argued that 
the “specific randomness” of DNA base sequences constitutes the cen-
tral mystery surrounding the origin of life.40 Whatever the terminology, 
scientists have recognized the need for, and now know the location of, a 
source of complex specificity in the cell to transmit heredity and main-
tain biological function. The incorrigibility of these descriptive concepts 
suggests that complexity and specificity constitute real properties of bio-
macromolecules—indeed, properties that could be otherwise, but only 
to the detriment of cellular life. As Orgel notes: “Living organisms are 
distinguished by their specified complexity. Crystals… fail to qualify as 
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living because they lack complexity; mixtures of random polymers fail to 
qualify because they lack specificity.”41

The origin of specificity and complexity (in combination)‚ to which 
the term “information” in biology commonly refers, therefore does re-
quire explanation, even if the concept of information connotes only com-
plexity in classical information theory and even if it has no explanatory 
or predictive value in itself. Instead, as a descriptive (rather than as an 
explanatory or predictive) concept, the term “information” helps to de-
fine (either in conjunction with the notion of “specificity” or by subsum-
ing it) the effect that origin-of-life researchers must explain “the origin 
of.” Thus, only where “information” connotes subjective meaning does it 
function as a metaphor in biology. Where it refers to an analog of mean-
ing, namely, functional specificity and complexity, it defines an essential 
feature of living systems.

II.
A. Naturalistic Explanations for the Origin of 
Specified Biological Information
The discoveries of molecular biologists during the 1950s and 1960s 
raised the question of the ultimate origin of the specified complexity or 
specified information in both DNA and proteins. Since at least the mid-
1960s, many scientists have regarded the origin of information (so de-
fined) as the central question facing origin-of-life biology.42 Accordingly, 
origin-of-life researchers have proposed three broad types of naturalistic 
explanation to explain the origin of specified genetic information: those 
emphasizing chance, necessity, or the combination of the two.

B. Beyond the Reach of Chance
Perhaps the most common popular naturalistic view about the origin 
of life is that it happened exclusively by chance. A few serious scientists 
have also voiced support for this view, at least, at various points in their 
careers. In 1954, biochemist George Wald, for example, argued for the 
causal efficacy of chance in conjunction with vast expanses of time. As 
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he explained, “Time is in fact the hero of the plot… Given so much time, 
the impossible becomes possible, the possible probable, and the probable 
virtually certain.”43 Later, in 1968, Francis Crick would suggest that the 
origin of the genetic code—that is, the translation system—might be a 
“frozen accident.”44 Other theories have invoked chance as an explana-
tion for the origin of genetic information, though often in conjunction 
with prebiotic natural selection (see part C below).

Almost all serious origin-of-life researchers now consider “chance” 
an inadequate causal explanation for the origin of biological informa-
tion.45 Since molecular biologists began to appreciate the sequence 
specificity of proteins and nucleic acids in the 1950s and 1960s, many 
calculations have been made to determine the probability of formulat-
ing functional proteins and nucleic acids at random. Various methods 
of calculating probabilities have been offered by Morowitz, Hoyle and 
Wickramasinghe, Cairns-Smith, Prigogine, Yockey, and, more recently, 
Robert Sauer.46 For the sake of argument, these calculations have often 
assumed extremely favorable prebiotic conditions (whether realistic or 
not), much more time than was actually available on the early earth, and 
theoretically maximal reaction rates among constituent monomers (that 
is, the constituent parts of proteins, DNA, or RNA). Such calculations 
have invariably shown that the probability of obtaining functionally se-
quenced biomacromolecules at random is, in Prigogine’s words, “vanish-
ingly small… even on the scale of… billions of years.”47 As Cairns-Smith 
wrote in 1971: “Blind chance… is very limited. Low levels of cooperation 
[it] can produce exceedingly easily (the equivalent of letters and small 
words), but [it] becomes very quickly incompetent as the amount of or-
ganization increases. Very soon indeed long waiting periods and massive 
material resources become irrelevant.”48

Functioning proteins require amino acids that link up in function-
ally specified sequential arrangements, like the arrangements required 
in meaningful sentences. In some cases, changing even one amino acid 
at a given site results in the loss of protein function. Moreover, because 
there are twenty biologically occurring amino acids, the probability of 
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getting a specific amino acid at a given site is small—1/20. (Actually the 
probability is even lower because, in nature, there are also many non-
protein-forming amino acids.) On the assumption that each site in a pro-
tein chain requires a particular amino acid, the probability of attaining 
a particular protein 150 amino acids long would be (1/20)150 or roughly 
1 chance in 10195.

Molecular biologists have known for a while that most sites along the 
chain can tolerate several of the different twenty amino acids commonly 
found in proteins without destroying the function of the protein, though 
some cannot. This raised an important question: How rare, or common, 
are the functional sequences of amino acids among all the possible se-
quences of amino acids in a chain of any given length? In the late 1980s, 
several important studies were conducted in the laboratory of MIT bio-
chemist, Robert Sauer, in order to investigate this question. His research 
team used a sampling technique known as “cassette mutagenesis” to de-
termine how much variance among amino acids can be tolerated at any 
given site in several proteins. So what did they find? Their most clear-cut 
experiments49 seemed to indicate that, even taking the possibility of vari-
ance into account, the probability of achieving a functional sequence of 
amino acids in several known (roughly 100-residue) proteins at random 
is still “exceedingly small,” about 1 chance in 1063 (to put this in perspec-
tive, there are 1065 atoms in our galaxy).50 Using a variety of mutagenesis 
techniques, they and other scientists showed that proteins (and thus the 
genes that produce them) are highly specified relative to biological func-
tion.51 Earlier studies had shown that amino acid residues at many sites 
cannot vary without functional loss.52 Now Sauer and others had shown 
that even for sites that do admit some variance, not just any amino acid 
will do. Instead, they showed that functional requirements place signifi-
cant constraints on sequencing at sites where some variance is allowed. 
By quantifying that allowable variance, they made it possible to calculate 
the probability of finding a protein with a functional sequence among 
the larger ensemble of combinatorial possibilities.
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Further work in this area has been done by Douglas Axe. He asked 
a question similar to that which had motivated Sauer: “How rare, or 
common, are the amino acid sequences that produce the stable folds that 
make it possible for proteins to perform their biological functions?” The 
results of his work were published in a series of papers between 1996 
and 2004.

The results of a 2004 paper were particularly telling.53 Axe per-
formed a mutagenesis experiment, using his refined method, on a func-
tionally significant 150-amino-acid section of a protein called beta-lacta-
mase, an enzyme that confers antibiotic resistance upon bacteria. On the 
basis of his experiments, Axe was able to make a careful estimate of the 
ratio of (a) the number of 150-amino-acid sequences that could perform 
that function to (b) the whole set of possible amino acid sequences of this 
length. Based on his experiments, Axe estimated this ratio to be 1/1077.

This was a staggering number, and it suggested that a random pro-
cess would have great difficulty generating a protein with that particu-
lar function by chance. But origin-of-life researchers didn’t just want to 
know the likelihood of finding a protein with a particular function with-
in a space of combinatorial possibilities. They wanted to know the odds 
of finding any functional protein whatsoever within such a space. That 
number would make it possible to evaluate chance-based origin-of-life 
scenarios, by assessing the probability that a single protein—any working 
protein—would have arisen by chance on the early Earth.

Fortunately, Axe’s work provided this number as well. Axe knew 
that in nature proteins perform many specific functions. He also knew 
that in order to perform these functions their amino acids chains must 
first fold into stable three-dimensional structures. Thus, before he esti-
mated the frequency of sequences performing a specific (beta-lactamase) 
function, he first performed experiments that enabled him to estimate 
the frequency of sequences that will produce stable folds. On the ba-
sis of his experimental results, he calculated the ratio of (a) the number 
of 150-amino-acid sequences capable of folding into stable “function-
ready” structures to (b) the whole set of possible amino acid sequences of 
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that length. He determined that ratio to be 1 in 1074. Axe’s ratio of 1 in 
1074 implied that a random process producing amino acid chains of this 
length would stumble onto a functional protein only about once in every 
1074 attempts.

Axe’s improved estimate of how rare functional proteins are within 
“sequence space” has now made it possible to calculate the probability 
that a 150-amino-acid compound assembled by random interactions in 
a prebiotic soup would be a functional protein. This calculation can be 
made by multiplying three independent probabilities by one another: the 
probability of incorporating only peptide bonds (1 in 1045), the prob-
ability of incorporating only left-handed amino acids (1 in 1045) and the 
probability of achieving correct amino acid sequencing (using Axe’s 1 in 
1074 estimate). Making that calculation (multiplying the separate prob-
abilities by adding their exponents: 1045+45+74) gives a dramatic answer. 
The odds of getting a functional protein of modest length (150 amino 
acids) by drawing a compound of that size from a prebiotic soup is no 
better than 1 chance in 10164. In other words, the probability of con-
structing a rather short functional protein at random becomes so small 
(no more than 1 chance in 10164) as to appear absurd on the chance hy-
pothesis.

Yet the probabilities, as small as they are, are not by themselves con-
clusive. One also has to consider the number of opportunities that the 
event in question might have had to occur. That is, one has to take into 
account what William Dembski calls the probabilistic resources.

But what were those resources—how many opportunities did the 
necessary proteins or genes have to arise by chance? The advocates of 
the chance hypothesis envisioned amino acids, or nucleotide bases, phos-
phates and sugars, knocking into each other in an ocean-sized soup until 
the correct arrangements of these building blocks arose by chance some-
where. Surely, they think, such an environment would have generated 
many opportunities for the assembly of functional proteins and DNA 
molecules. But how many? And were there enough such opportunities 
to render these otherwise exceedingly improbable events probable?
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In order to establish an upper bound on the probabilistic resources 
that might be available to produce functional proteins and DNA by 
chance,54 Dembski calculated the maximum number of events that could 
actually have taken place during the history of the observable universe.55 
His calculation was elegantly simple and yet made a powerful point.

He noted that there were about 1080 elementary particles56 in the 
observable universe.57 He also noted that there had been roughly 1016 
seconds since the Big Bang. He then introduced another parameter: the 
shortest time in which any physical event can occur. This unit of time 
is the Planck time of 10-43 seconds. Since elementary particles can only 
interact with each other so many times per second (at most 1043 times), 
and since there are a limited number (1080) of elementary particles, and 
since there has been a limited amount of time since the Big Bang (1016 
seconds), Dembski was able to calculate the total number of events that 
could have taken place in the observable universe since the origin of the 
universe. He obtained this number by simply multiplying the three rel-
evant factors together: the number of elementary particles (1080) times 
the number of seconds since the Big Bang (1016) times the number of 
possible interactions per second (1043). The product, i.e., 10139, provided a 
measure of the probabilistic resources of the entire observable universe.58 
Other mathematicians and scientists have made similar calculations.59

Recall Axe’s calculation that the probability of producing a single 
150-amino acid functional protein by chance stands at about 1 in 10164. 
Thus, for each functional sequence of 150 amino acids, there are 10164 

other non-functional sequences of the same length. Therefore, to have 
a good (i.e., better than 50/50) chance of producing a single functional 
protein of this length by chance, a random process would have to gener-
ate (or sample) more than half of the 10164 non-functional sequences cor-
responding to each functional sequence of that length. Unfortunately, 
as we see from Dembski’s calculation, that number vastly exceeds the 
most optimistic estimate of the probabilistic resources of the universe, 
i.e., 10139.
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It seems, then, that what Mora said in 1963 still holds: “Statistical 
considerations, probability, complexity, etc., followed to their logical im-
plications suggest that the origin and continuance of life is not controlled 
by such principles. An admission of this is the use of a period of practi-
cally infinite time to obtain the derived result. Using such logic, however, 
we can prove anything.”60

C. Prebiotic Natural Selection: A Contradiction in 
Terms
Of course, even many early theories of chemical evolution did not rely 
exclusively on chance as a causal mechanism. For example, Oparin’s orig-
inal theory of evolutionary abiogenesis, first published in the 1920s and 
1930s, invoked prebiotic natural selection as a complement to chance 
interactions. Oparin’s theory envisioned a series of chemical reactions 
that he thought would enable a complex cell to assemble itself gradually 
and naturalistically from simple chemical precursors.

Developments in molecular biology during the 1950s cast doubt on 
Oparin’s scenario. Oparin originally invoked natural selection to explain 
how cells refined primitive metabolism once it had arisen. His scenario 
relied heavily on chance to explain the initial formation of the constitu-
ent biomacromolecules on which even primitive cellular metabolism 
would depend. Discovery during the 1950s of the extreme complex-
ity and specificity of such molecules undermined the plausibility of his 
claim. For that and other reasons, Oparin published a revised version 
of his theory in 1968 that envisioned a role for natural selection earlier 
in the process of abiogenesis. His new theory claimed that natural se-
lection acted on random polymers as they formed and changed within 
his coacervate protocells.61 As more complex and efficient molecules ac-
cumulated, they would have survived and reproduced more prolifically.

Even so, Oparin’s concept of prebiotic natural selection acting on 
initially unspecified biomacromolecules remained problematic. For one 
thing, it seemed to presuppose a preexisting mechanism of self-replica-
tion. Yet self-replication in all extant cells depends on functional and, 
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therefore, (to a high degree) sequence-specific proteins and nucleic acids. 
Yet the origin of specificity in these molecules is precisely what Oparin 
needed to explain. As Christian de Duve has stated, theories of prebiotic 
natural selection “need information which implies they have to presup-
pose what is to be explained in the first place.”62 Oparin attempted to 
circumvent the problem by claiming that the first polymers need not 
have been highly sequence-specific. But that claim raised doubts about 
whether an accurate mechanism of self-replication (and thus natural se-
lection) could have functioned at all.

Thus, the need to explain the origin of specified information cre-
ated an intractable dilemma for Oparin. On the one hand, if he invoked 
natural selection late in his scenario, he would need to rely on chance 
alone to produce the highly complex and specified biomolecules neces-
sary to self-replication. On the other hand, if Oparin invoked natural 
selection earlier in the process of chemical evolution, before functional 
specificity in biomacromolecules would have arisen, he could give no ac-
count of how such prebiotic natural selection could even function. Thus, 
Dobzhansky would insist that “prebiological natural selection is a con-
tradiction in terms.”63

Nevertheless, during the 1980s, Richard Dawkins and Bernd-Olaf 
Kuppers attempted to resuscitate prebiotic natural selection as an expla-
nation for the origin of biological information.64 Both accepted the futil-
ity of naked appeals to chance and invoke what Kuppers calls a “Dar-
winian optimization principle.” Both used computers to demonstrate 
the efficacy of prebiotic natural selection. In these computer simulations, 
a target sequence is selected, to represent a desired functional polymer. 
After creating a crop of randomly constructed sequences and generating 
variations among them at random, the computers select those sequences 
that match the target sequence most closely. The computers then ampli-
fy the production of those sequences, eliminate the others (to simulate 
differential reproduction), and repeat the process. As Kuppers puts it, 
“Every mutant sequence that agrees one bit better with the meaningful 
or reference sequence… will be allowed to reproduce more rapidly.”65 In 
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his case, after a mere thirty-five generations, his computer succeeded in 
spelling his target sequence, “NATURAL SELECTION.”

Despite superficially impressive results, such “simulations” conceal 
an obvious flaw: Molecules in situ do not have a target sequence “in 
mind.” Nor will they confer any selective advantage on a cell, and thus 
differentially reproduce, until they combine in a functionally advanta-
geous arrangement. Thus, nothing in nature corresponds to the role 
that the computer plays in selecting functionally non-advantageous se-
quences that happen to agree “one bit better” than others with a target 
sequence. The sequence NORMAL ELECTION may agree more with 
NATURAL SELECTION than does the sequence MISTRESS DE-
FECTION, but neither of the two yields any advantage over the other in 
trying to communicate something about NATURAL SELECTION. If 
that is the goal, both are equally ineffectual. Even more to the point, a 
completely nonfunctional polypeptide would confer no selective advan-
tage on a hypothetical protocell, even if its sequence happened to agree 
“one bit better” with an unrealized target protein than some other non-
functional polypeptide.

Both Kuppers’s and Dawkins’s published results of their simulations 
show the early generations of variant phrases awash in nonfunctional 
gibberish.66 In Dawkins’s simulation, not a single functional English 
word appears until after the tenth iteration (unlike the more generous 
example above that starts with actual, albeit incorrect, words). To make 
distinctions on the basis of function among sequences that have no func-
tion is entirely unrealistic. Such determinations can be made only if con-
siderations of proximity to possible future function are allowed, but that 
requires foresight, which natural selection does not have. A computer, 
programmed by a human being, can perform such functions. To imply 
that molecules can do so as well illicitly personifies nature. Thus, if these 
computer simulations demonstrate anything, they subtly demonstrate 
the need for intelligent agents to elect some options and exclude others; 
that is, to create information. In Signature in the Cell, I show that other, 



17. Ev idence of Intel l igent Design in t he Orig in of Li fe /  441

more recent genetic algorithms such as Ev and Avida demonstrate this 
same need.67

D. Self-Organizational Scenarios
Because of the difficulties with chance-based theories, including those 
relying on prebiotic natural selection, most origin-of-life theorists after 
the mid-1960s attempted to address the problem of the origin of bio-
logical information in a completely different way. Researchers began to 
look for self-organizational laws and properties of chemical attraction 
that might explain the origin of the specified information in DNA and 
proteins. Rather than invoking chance, such theories invoked necessity. 
Given a limited number of broad explanatory categories, the inadequacy 
of chance (with or without prebiotic natural selection) has, in the minds 
of many researchers, left only one option. Christian de Duve articulates 
the logic: “A string of improbable events—drawing the same lottery 
number twice, or the same bridge hand twice in a row—does not happen 
naturally. All of which lead me to conclude that life is an obligatory man-
ifestation of matter, bound to arise where conditions are appropriate.”68

When origin-of-life biologists began considering the self-organiza-
tional perspective that de Duve describes, several researchers proposed 
that deterministic forces (stereochemical “necessity”) made the origin of 
life not just probable but inevitable. Some suggested that simple chemi-
cals possessed “self-ordering properties” capable of organizing the con-
stituent parts of proteins, DNA, and RNA into the specific arrange-
ments they now possess.69 Steinman and Cole, for example, suggested 
that differential bonding affinities or forces of chemical attraction be-
tween certain amino acids might account for the origin of the sequence 
specificity of proteins.70 Just as electrostatic forces draw sodium (Na+) 
and chloride (Cl-) ions together into highly ordered patterns within a 
crystal of salt (NaCl), so, too, might amino acids with special affinities 
for each other arrange themselves to form proteins. A discussion of oth-
er self-organization scenarios can be found in my book Signature in the 
Cell.71
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Figure 17-1. The bonding relationship between the 
chemical constituents of the DNA molecule. 

Sugars (designated by the pentagons) and phosphates (designated by 
the circled Ps) are linked chemically. Nucleotide bases (A’s, T’s, G’s and 
C’s) are bonded to the sugar-phosphate backbones. Nucleotide bases are 
linked by hydrogen bonds (designated by dotted double or triple lines) 
across the double helix. But no chemical bonds exist between the nucleo-
tide bases along the message-bearing spine of the helix. 
Adapted by permission from an original drawing by Fred Hereen. Adaptation © 
2009 by Ray Braun.
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For many current origin-of-life scientists, self-organizational models 
now seem to offer the most promising approach to explaining the origin 
of specified biological information. Nevertheless, critics have called into 
question both the plausibility and the relevance of self-organizational 
models. Ironically, a prominent early advocate of self-organization, Dean 
Kenyon, later explicitly repudiated such theories as both incompatible 
with empirical findings and theoretically incoherent.72 Kenyon voiced 
his doubts in his Foreword to The Mystery of Life’s Origin, reprinted ear-
lier in this volume.

It is true that empirical studies have shown that some differential af-
finities do exist between various amino acids; that is, certain amino acids 
do form linkages more readily with some amino acids than with others.73 
Nevertheless, such differences do not correlate to actual sequences in 
large classes of known proteins.74 In short, differing chemical affinities 
do not explain the multiplicity of amino acid sequences existing in natu-
rally occurring proteins or the sequential arrangement of amino acids in 
any particular protein.

In the case of DNA, this point can be made more dramatically. Fig-
ure 17-1 shows that the structure of DNA depends on several chemi-
cal bonds. There are bonds, for example, between the sugar and the 
phosphate molecules forming the two twisting backbones of the DNA 
molecule. There are bonds fixing individual (nucleotide) bases to the 
sugar-phosphate backbones on each side of the molecule. There are also 
hydrogen bonds stretching horizontally across the molecule between 
nucleotide bases, making so-called complementary pairs. The individu-
ally weak hydrogen bonds, which in concert hold two complementary 
copies of the DNA message text together, make replication of the genetic 
instructions possible. It is important to note, however, that there are no 
chemical bonds between the bases along the longitudinal axis in the cen-
ter of the helix. Yet it is precisely along this axis of the DNA molecule 
that the genetic information is stored.

Just as magnetic letters can be combined and recombined in any way 
to form various sequences on a metal surface, so, too, can each of the four 
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bases (A, T, G, and C) attach to any site on the DNA backbone with 
equal facility, making all sequences equally probable (or improbable). In-
deed, there are no significant differential affinities between any of the 
four bases and the binding sites along the sugar-phosphate backbone. 
The same type of N-glycosidic bond occurs between the base and the 
backbone regardless of which base attaches. All four bases are accept-
able; none is chemically favored. As Kuppers has noted, “The properties 
of nucleic acids indicate that all the combinatorially possible nucleotide 
patterns of a DNA are, from a chemical point of view, equivalent.”75

Thus, “self-organizing” bonding affinities cannot explain the se-
quentially specific arrangement of nucleotide bases in DNA because (1) 
there are no bonds between bases along the information-bearing axis 
of the molecule, and (2) there are no differential affinities between the 
backbone and the specific bases that could account for variations in se-
quence. And because the same holds for RNA molecules, researchers 
who speculate that life began in an RNA world have also failed to solve 
the sequence specificity problem—that is, the problem of explaining 
how information in functioning RNA molecules could have arisen in 
the first place.

For those who want to explain the origin of life as the result of self-
organizing properties intrinsic to the material constituents of living sys-
tems, these rather elementary facts of molecular biology have decisive 
implications. The most obvious place to look for self-organizing prop-
erties to explain the origin of genetic information is in the constituent 
parts of the molecules that carry that information. But biochemistry 
and molecular biology make clear that forces of attraction between the 
constituents in DNA, RNA, and proteins do not explain the sequence 
specificity of these large, information-bearing biomolecules.

The properties of the monomers constituting nucleic acids and pro-
teins simply do not make a particular gene, let alone life as we know 
it, inevitable. Imagine a pool of all four DNA bases and all necessary 
sugars and phosphates; would any particular genetic sequence inevitably 
arise? Given all necessary monomers, would any particular functional 
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protein or gene, let alone a specific genetic code, replication system, or 
signal transduction circuitry, inevitably arise? Clearly not. Yet de Duve 
has claimed that “the processes that generated life” were “highly deter-
ministic,” making life as we know it “inevitable” given “the conditions 
that existed on the prebiotic earth.”76

In the parlance of origin-of-life research, monomers are “building 
blocks,” and building blocks can be arranged and rearranged in innu-
merable ways. The properties of stone blocks do not determine their 
own arrangement in the construction of buildings. Similarly, the prop-
erties of biological building blocks do not determine the arrangement of 
functional polymers. Instead, the chemical properties of the monomers 
allow a vast ensemble of possible configurations, the overwhelming ma-
jority of which have no biological function whatsoever. Functional genes 
or proteins are no more inevitable, given the properties of their “building 
blocks,” than, for example, the Palace of Versailles was inevitable, given 
the properties of the stone blocks that were used to construct it.

Significantly, information theory makes clear that there is a good 
reason for this. If chemical affinities between the constituents in the 
DNA determined the arrangement of the bases, such affinities would 
dramatically diminish the capacity of DNA to carry information. Recall 
that classical information theory equates the reduction of uncertainty 
with the transmission of information, whether specified or unspecified. 
The transmission of information, therefore, requires physical-chemical 
contingency. As Robert Stalnaker has noted, “[information] content 
requires contingency.”77 If, therefore, forces of chemical necessity com-
pletely determine the arrangement of constituents in a system, that ar-
rangement will not exhibit complexity or convey information.

Consider, for example, what would happen if the individual nucleo-
tide bases (A, C, G, and T) in the DNA molecule did interact by chemi-
cal necessity (along the information-bearing axis of DNA). Suppose that 
every time adenine (A) occurred in a growing genetic sequence, it at-
tracted cytosine (C) to it.78 Suppose every time guanine (G) appeared, 
thymine (T) followed. If this were the case, the longitudinal axis of 
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DNA would be peppered with repetitive sequences in which C followed 
A and T followed G. Rather than a genetic molecule capable of virtu-
ally unlimited novelty and characterized by unpredictable and aperiodic 
sequences, DNA would contain sequences awash in repetition or redun-
dancy—much like the arrangement of atoms in crystals. In a crystal, the 
forces of mutual chemical attraction do determine, to a very consider-
able extent, the sequential arrangement of its constituent parts. Hence, 
sequencing in crystals is highly ordered and repetitive but neither com-
plex nor informative. In DNA, however, where any nucleotide can follow 
any other, a vast array of novel sequences is possible, corresponding to a 
multiplicity of possible amino acid sequences and protein functions.

The forces of chemical necessity produce redundancy (roughly, law- 
or rule-generated repetition) or monotonous order but reduce the capac-
ity to convey information and express novelty. Thus, as chemist Michael 
Polanyi noted:

Suppose that the actual structure of a DNA molecule were due to the 
fact that the bindings of its bases were much stronger than the bind-
ings would be for any other distribution of bases, then such a DNA 
molecule would have no information content. Its code-like character 
would be effaced by an overwhelming redundancy… Whatever may be 
the origin of a DNA configuration, it can function as a code only if its 
order is not due to the forces of potential energy. It must be as physically 
indeterminate as the sequence of words is on a printed page [emphasis 
added].79

Bonding affinities, to the extent they exist, inhibit the maximization 
of information because they determine that specific outcomes will fol-
low specific conditions with high probability.80 Yet information-carrying 
capacity is maximized when just the opposite situation obtains, namely, 
when antecedent conditions allow many improbable outcomes. Chemi-
cal affinities do not generate complex sequences. Thus, they cannot be 
invoked to explain the origin of information, whether specified or oth-
erwise.
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A tendency to conflate the qualitative distinctions between “order” 
and “complexity” has characterized self-organizational scenarios—
whether those that invoke internal properties of chemical attraction or 
an external organizing force or source of energy. That tendency calls into 
question the relevance of these scenarios of the origin of life. What needs 
explaining in biology is not the origin of order (defined as symmetry or 
repetition) but of specified information—the highly complex, aperiod-
ic, and specified sequences that make biological function possible. As 
Yockey warns: “Attempts to relate the idea of order… with biological 
organization or specificity must be regarded as a play on words that can-
not stand careful scrutiny.”81

In the face of these difficulties, some self-organizational theorists 
have claimed that we must await the discovery of new natural laws to ex-
plain the origin of biological information. As Manfred Eigen has argued, 
“our task is to find an algorithm, a natural law, that leads to the origin 
of information.”82 Such a suggestion betrays confusion on two counts. 
First, scientific laws don’t generally produce or cause natural phenomena, 
they describe them. For example, Newton’s law of gravitation described, 
but did not cause or explain, the attraction between planetary bodies. 
Second, laws necessarily describe highly deterministic or predictable 
relationships between antecedent conditions and consequent events. 
Laws describe highly repetitive patterns in which the probability of each 
successive event (given the previous event) approaches unity. Yet infor-
mation sequences are complex, not repetitive—information mounts as 
improbabilities multiply. Thus, to say that scientific laws can produce 
information is essentially a contradiction in terms. Instead, scientific 
laws describe (almost by definition) highly predictable and regular phe-
nomena—that is, redundant order, not complexity (whether specified or 
otherwise).

One could argue that we might someday discover a very particular 
configuration of initial conditions that routinely generates high informa-
tional states. Yet the statement of this hypothetical seems itself to beg 
the question of the ultimate origin of information, since “a very particu-
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lar set of initial conditions” sounds precisely like an information-rich—a 
highly complex and specified—state. In any case, everything we know 
experientially suggests that the amount of specified information present 
in a set of antecedent conditions necessarily equals or exceeds that of any 
system produced from those conditions.

E. The RNA World Scenario and the Displacement of 
the Information Problem
In addition to the general categories of explanation already examined, 
origin-of-life researchers have proposed many more specific scenarios, 
each emphasizing random variations (chance), self-organizational laws 
(necessity), or both. Some of those scenarios purport to address the in-
formation problem; others attempt to bypass it altogether. Yet on clos-
er examination, even scenarios that appear to alleviate the problem of 
the origin of specified biological information merely shift the problem 
elsewhere. Genetic algorithms can “solve” the information problem, but 
only if programmers provide informative target sequences and selection 
criteria. Simulation experiments can produce biologically relevant pre-
cursors and sequences, but only if experimentalists manipulate initial 
conditions or select and guide outcomes—that is, only if they add in-
formation themselves. As discussed in detail in my book Signature in the 
Cell, origin-of-life theories can leapfrog the problem altogether, but only 
by presupposing the presence of information in some other preexisting 
form.83

For example, some have claimed that the RNA-world scenario offers 
a promising approach to the origin-of-life problem and with it, presum-
ably, the problem of the origin of the first genetic information. The RNA 
world was proposed as an explanation for the origin of the interdepen-
dence of nucleic acids and proteins in the cell’s information-processing 
system. In extant cells, building proteins requires genetic information 
from DNA, but information in DNA cannot be processed without 
many specific proteins and protein complexes. This poses a chicken-or-
egg problem. The discovery that RNA (a nucleic acid) possesses some 
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limited catalytic properties similar to those of proteins suggested a way 
to solve that problem. “RNA-first” advocates proposed an early state in 
which RNA performed both the enzymatic functions of modern pro-
teins and the information-storage function of modern DNA, thus alleg-
edly making the interdependence of DNA and proteins unnecessary in 
the earliest living system.

Nevertheless, many fundamental difficulties with the RNA-world 
scenario have emerged. First, synthesizing (and/or maintaining) many 
essential building blocks of the RNA molecules under realistic condi-
tions has proven either difficult or impossible.84 Further, the chemical 
conditions required for the synthesis of ribose sugars are decidedly in-
compatible with the conditions required for synthesizing nucleotide bas-
es.85 Yet both are necessary constituents of RNA. Second, naturally oc-
curring RNA possesses very few of the specific enzymatic properties of 
proteins necessary to extant cells. In fact, RNA catalysts do not function 
as true enzyme catalysts. Enzymes are capable of coupling energetically 
favorable and unfavorable reactions together. RNA catalysts, so-called 
“ribozymes,” are not. Third, RNA-world advocates offer no plausible 
explanation for the transitions from (1) RNA-based RNA synthesis to 
(2) RNA-based protein synthesis to (3) the modern DNA, RNA and 
protein-based protein synthesis translation system used in cells today.86 
Fourth, attempts to enhance the limited catalytic properties of RNA 
molecules in so-called ribozyme engineering experiments have inevita-
bly required extensive investigator manipulation, thus simulating, if any-
thing, the need for intelligent design, not the efficacy of an undirected 
chemical evolutionary process.87

Most importantly for our present considerations, the RNA-world 
hypothesis presupposes, but does not explain, the origin of sequence 
specificity or information in the original functional RNA molecules. 
As noted, the RNA-world scenario was proposed as an explanation for 
the functional interdependence problem, not the information problem. 
Even so, some RNA-world advocates seem to envision leapfrogging the 
sequence-specificity problem. They imagine oligomers of RNA aris-
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ing by chance on the prebiotic earth and then later acquiring an ability 
to polymerize copies of themselves—that is, to self-replicate. In such a 
scenario, the capacity to self-replicate would favor the survival of those 
RNA molecules that could do so and would thus favor the specific se-
quences that the first self-replicating molecules happened to have. Thus, 
sequences that originally arose by chance would subsequently acquire a 
functional significance as “an accidental choice remembered.”

This suggestion, however, merely shifts the information problem 
out of view. To date, scientists have been able to design RNA catalysts 
that will copy only about 10% of themselves.88 For strands of RNA to 
perform even this limited replicase (self-replication) function, they must, 
like proteins, have very specific arrangements of constituent building 
blocks (nucleotides in the RNA case). Further, the strands must be long 
enough to fold into complex three-dimensional shapes (to form so-called 
tertiary structures). Thus, any RNA molecule capable of even limited 
replicase function must have possessed considerable (specified) informa-
tion89—information that, in the case of actual (partial) RNA replicators 
was produced by intelligent “ribozyme engineers.”

Indeed, explaining how the building blocks of RNA arranged them-
selves into functionally specified sequences in a prebiotic environment 
has proven no easier than explaining how the constituent parts of DNA 
might have done so, especially given the high probability of destructive 
cross-reactions between desirable and undesirable molecules in any re-
alistic pre-biotic soup. As de Duve noted in a critique of the RNA-world 
hypothesis, “hitching the components together in the right manner rais-
es additional problems of such magnitude that no one has yet attempted 
to do so in a prebiotic context.”90

Recently some have claimed that a scientific study by chemists Mat-
thew Powner, Béatrice Gerland, and John Sutherland of the University 
of Manchester91 has rendered the RNA scenario “eminently plausible,”92 
as Stephen Fletcher, a chemist from the University of Loughborough, 
has put it. Starting with several simple chemical compounds, Powner 
and his colleagues successfully synthesized a pyrimidine ribonucleotide, 
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one of the two types of the four bases of the RNA molecule. (Of the 
four information-carrying nucleotide bases in DNA and RNA, chem-
ists classify two as “pyrimidines” and two as “purines” due to differences 
in chemical structure.)

Nevertheless,  this work did nothing to address the much more 
acute problem of explaining how the nucleotide bases in DNA or RNA 
acquired their specific information-rich arrangements. In effect, the 
Powner study putatively explains the origin of two of the “letters” in the 
genetic text, but not the specific arrangements of the four different “let-
ters” into functional genetic “words” or “sentences.”

Moreover, Powner and his colleagues only partially addressed the 
problem of generating the constituent building blocks of RNA under 
plausible pre-biotic conditions. The weakness in their demonstration, 
ironically, was their own skillful intervention. To ensure a biologically 
relevant outcome, they had to intervene—repeatedly and intelligently—
in their experiment: first, by selecting only the “right-handed” versions 
of sugar that life requires (sugars, like amino acids, come in two mirror-
image chemical structures called isomers); second, by purifying their re-
action products at each step to prevent interfering cross-reactions; and 
third, by following a precise procedure in which they carefully selected 
chemically purified reagents and then choreographed the order in which 
those reagents were introduced into the reaction series. As my colleague 
David Berlinski pointed out, “They began with what they needed and 
purified what they got until they got what they wanted.”

Thus, not only did this study not address the problem of getting 
nucleotide bases to arrange themselves into functionally specified se-
quences, but the extent to which it did succeed in producing biologically 
relevant chemical constituents of RNA actually illustrates the indis-
pensable role of intelligence in generating such chemistry.

Proponents of chemical evolution have also cited the more recent 
work of Tracey Lincoln and Gerald Joyce,93 who have ostensibly estab-
lished the capacity of RNA to self-replicate as a way of demonstrating 
the plausibility of the RNA World. Nevertheless, their “self-replicating” 
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RNA molecules could not copy a template of genetic information from 
free-standing nucleotides as protein machines (called polymerases) do in 
actual cells. Instead, in the experiment, a pre-synthesized specifically se-
quenced RNA molecule merely catalyzed a single chemical bond, fusing 
together two other pre-synthesized partial RNA chains. Their version 
of “self-replication,” therefore, amounted to nothing more than joining 
two sequence-specific pre-made halves together.

More significantly, Lincoln and Joyce themselves intelligently ar-
ranged the base sequences in these RNA chains. They generated the se-
quence-specific functional information that made even this limited form 
of “self-replication” possible. Thus, the experiment not only demonstrat-
ed that even a limited capacity for RNA self-replication depends upon 
information-rich RNA molecules, it also lent inadvertent support to the 
idea that intelligence is necessary to produce such functionally specified 
information. The Lincoln and Joyce experiment illustrates a well-known 
problem in origin-of-life research known as “investigator interference,” 
wherein the “success” of the experiment invariably and crucially depends 
on the intervention, guidance, or choreography of intelligent chemists do-
ing the organic synthesis experiments.

III.
A. The Return of the Design Hypothesis
If attempts to solve the information problem only relocate it, and if nei-
ther chance nor physical-chemical necessity, nor the two acting in com-
bination, explains the ultimate origin of specified biological information, 
what does? Do we know of any entity that has the causal powers to cre-
ate large amounts of specified information? We do. As Henry Quastler 
recognized, “creation of new information is habitually associated with 
conscious activity.”94

Indeed, experience affirms that functionally specified information 
routinely arises from the activity of intelligent agents. A computer user 
who traces the information on a screen back to its source invariably 
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comes to a mind, that of a software engineer or programmer. Similarly, 
the information in a book or newspaper column ultimately derives from 
a writer—from a mental, rather than a strictly material, cause.

But could this intuitive connection between information and the 
prior activity of a designing intelligence justify a rigorous scientific ar-
gument for intelligent design? I first began to consider this possibility 
during my PhD research at Cambridge University in the late 1980s, af-
ter reading The Mystery of Life’s Origin and extensive discussions with 
Charles Thaxton during my last year in Dallas before leaving for Eng-
land. During my PhD work, I began to examine how scientists investi-
gating origins events developed and evaluated their hypotheses and argu-
ments. Specifically, I examined the method of reasoning that historical 
scientists use to identify causes responsible for events in the remote past.

I discovered that historical scientists often make inferences with a 
distinctive logical form (known technically as abductive inferences).95 Pa-
leontologists, evolutionary biologists, and other historical scientists rea-
son like detectives and infer past conditions or causes from present clues. 
As Stephen Jay Gould notes, historical scientists typically “infer history 
from its results.”96

Nevertheless, as many philosophers have noted, there is a problem 
with this kind of historical reasoning, namely, there is often more than 
one cause that can explain the same effect. This makes reasoning from 
present clues (circumstantial evidence) tricky because the evidence can 
point to more than one causal explanation or hypothesis. To address this 
problem in geology, the nineteenth-century geologist Thomas Chamber-
lain delineated a method of reasoning he called “the method of multiple 
working hypotheses.”97

Contemporary philosophers of science such as Peter Lipton have 
called this the method of “inference to the best explanation.”98 That is, 
when trying to explain the origin of an event or structure from the past, 
scientists often compare various hypotheses to see which would, if true, 
best explain it. They then provisionally affirm the hypothesis that best 
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explains the data as the one that is most likely to be true. But that raises 
an important question: Exactly what makes an explanation best?

As it happens, historical scientists have developed criteria for decid-
ing which cause, among a group of competing possible causes, provides 
the best explanation for some event in the remote past. The most impor-
tant of these criteria is called “causal adequacy.” This criterion requires 
that historical scientists, as a condition of a successful explanation, 
identify causes that are known to have the power to produce the kind 
of effect, feature or event that requires explanation. In making these de-
terminations, historical scientists evaluate hypotheses against their pres-
ent knowledge of cause and effect. Causes that are known to produce 
the effect in question are judged to be better candidates than those that 
are not. For instance, a volcanic eruption provides a better explanation 
for an ash layer in the earth than an earthquake because eruptions have 
been observed to produce ash layers, whereas earthquakes have not.

One of the first scientists to develop this principle was the geologist 
Charles Lyell who also influenced Charles Darwin. Darwin read Lyell’s 
magnum opus, The Principles of Geology, on the voyage of the Beagle and 
employed its principles of reasoning in The Origin of Species. The subtitle 
of Lyell’s Principles summarized the geologist’s central methodological 
principle: Being an Attempt to Explain the Former Changes of the Earth’s 
Surface, by Reference to Causes Now in Operation.99 Lyell argued that 
when scientists seek to explain events in the past, they should not invoke 
unknown or exotic causes, the effects of which we do not know. Instead 
they should cite causes that are known from our uniform experience to 
have the power to produce the effect in question. Historical scientists 
should cite “causes now in operation” or presently acting causes. This 
was the idea behind his uniformitarian principle and the dictum: “The 
present is the key to the past.” According to Lyell, our present experi-
ence of cause and effect should guide our reasoning about the causes of 
past events. Darwin himself adopted this methodological principle as he 
sought to demonstrate that natural selection qualified as a vera causa, 
that is, a true, known, or actual cause of significant biological change. He 
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sought to show that natural selection was “causally adequate” to produce 
the effects he was trying to explain.100

Both philosophers of science and leading historical scientists have 
emphasized causal adequacy as the key criterion by which competing 
hypotheses are adjudicated. But philosophers of science also have noted 
that assessments of explanatory power lead to conclusive inferences only 
when it can be shown that there is only one known cause for the effect or 
evidence in question. Philosophers of science Michael Scriven and Elliot 
Sober, for example, have pointed out that historical scientists can make 
inferences about the past with confidence when they discover evidence 
or artifacts for which there is only one cause known to be capable of 
producing them.101 Indeed, when scientists can infer a uniquely plausible 
cause, they can avoid the fallacy of affirming the consequent and the er-
ror of ignoring other possible causes with the power to produce the same 
effect.102

B. Intelligent Design as the Best Explanation?
What did all this have to do with the origin of the information necessary 
to produce the first life? As a PhD student I wondered if a case for an 
intelligent cause could be formulated and justified in the same way that 
historical scientists would justify any other causal claim about an event 
in the past. My study of historical scientific reasoning and origin-of-life 
research suggested to me that it was possible to formulate a rigorous sci-
entific case for intelligent design as an inference to the best explanation, 
specifically, as the best explanation for the origin of biological informa-
tion. The action of a conscious and intelligent agent clearly represents 
a known (presently acting) and adequate cause for the origin of infor-
mation. Uniform and repeated experience affirms that intelligent agents 
produce information-rich systems, whether software programs, ancient 
inscriptions, or Shakespearean sonnets. Minds are clearly capable of 
generating functionally specified information.

Further, the functionally specified information in the cell also points 
to intelligent design as the best explanation for the ultimate origin of 
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biological information. Why? Experience shows that large amounts103 
of such information (especially when digitally or alphabetically en-
coded) invariably originate from an intelligent source—from a mind or 
a personal agent. In other words, intelligent activity is the only known 
cause of the origin of functionally specified information (at least, start-
ing from a non-living source, that is, from purely physical or chemical 
antecedents).104 Since intelligence is the only known cause of specified 
information in such a context, the presence of functionally specified in-
formation sequences in even the simplest living systems points definitely 
to the past existence and activity of a designing intelligence.

Notice also that one can detect (or retrodict) the past action of a 
designing intelligence from an information-rich effect even if the cause 
itself cannot be directly observed.105 For example, the information-rich 
inscriptions in the famed Rosetta Stone clearly allow archeologists to 
infer the activity of intelligent scribes even if they did not see such agents 
chisel the letters and hierogylphs into the stone. Similarly, the specified 
and complex arrangements of nucleotide bases in DNA imply the past 
action of intelligence, even if such activity cannot be directly observed.

Ironically, the generalization that intelligence is the only known 
cause of specified complexity or information (at least, starting from a 
nonbiological source) has received support from origin-of-life research 
itself. During the last fifty years, every naturalistic model proposed has 
failed to explain the origin of the specified genetic information required 
to build a living cell.106 Instead, attempts to solve the origin-of-life prob-
lem with pre-biotic simulation experiments and computer simulations 
have invariably required inputs of functional information from intelli-
gent agents, further confirming intelligence as the only known or “pres-
ently acting” cause of the origin of functionally specified information.

When I first noticed the subtitle of Lyell’s book, referring us to 
“causes now in operation,” a light came on for me. I immediately asked 
myself a question: “What causes ‘now in operation’ produce digital code 
or specified information?” Is there a known cause—a vera causa—of the 
origin of such information? What does our uniform experience tell us? 



17. Ev idence of Intel l igent Design in t he Orig in of Li fe /  457

As I thought about this further, it occurred to me that by Lyell’s and 
Darwin’s own rule of reasoning and test of a sound scientific explana-
tion, intelligent design must qualify as the currently best scientific expla-
nation for the origin of biological information. Why? Because we have 
independent evidence—“uniform experience”—that intelligent agents 
are capable of producing specified information and, as origin-of-life re-
search itself has helped to demonstrate, we know of no other cause ca-
pable of producing functional or specified information starting from a 
purely physical or chemical state.

Scientists in many fields recognize the connection between intelli-
gence and specified information and make inferences accordingly. An-
thropologists establish the intelligence of early hominids from chipped 
flints that are too improbably specified in form (and function) to have 
been produced by natural causes; NASA’s search for extraterrestrial in-
telligence (SETI) presupposes that any information embedded in elec-
tromagnetic signals coming from space would indicate an intelligent 
source.107 Astronomers have not found such information-rich signals 
coming from space, but closer to home, molecular biologists have identi-
fied information-rich sequences and systems in the cell, suggesting, by 
the same logic, an intelligent cause for those effects.

Indeed, our uniform experience affirms that specified informa-
tion—whether inscribed in hieroglyphs, written in a book, encoded in 
a terrestrial radio signal, or produced in an RNA-world “ribozyme en-
gineering” experiment—always arises from an intelligent source, from a 
mind and not a strictly material process. So the discovery of the func-
tionally specified digital information in DNA and RNA provides strong 
grounds for inferring that intelligence played a role in the origin of these 
molecules. Whenever we find specified information and we know the 
causal story of how that information arose, we always find that it arose 
from an intelligent source. It follows that the best, most likely expla-
nation for the origin of the specified, digitally encoded information in 
DNA and RNA is that it too had an intelligent source. Intelligent design 
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best explains the specified genetic information necessary to produce the 
first living cell.

C. Argument from Ignorance? Or an Inference to the 
Best Explanation?
Objectors charge that this design argument constitutes an argument 
from ignorance. They say that design advocates use our present igno-
rance of any sufficient materialistic cause of specified information as the 
sole basis for inferring an intelligent cause of the information present in 
the cell. Since we don’t yet know how specified biological information 
could have arisen, we invoke the mysterious notion of intelligent design. 
On this view, intelligent design functions not as an explanation but as a 
placeholder for ignorance.

My response is that arguments from ignorance occur when evidence 
against a proposition X is offered as the sole (and conclusive) grounds 
for accepting some alternative proposition Y. The inference to design as 
sketched above (see part III, sections A and B) does not commit this 
fallacy.

True, the previous part of this chapter (see part II, sections A–E) 
argued that at present all types of natural causes and mechanisms fail 
to account for the origin of biological information from a prebiotic state. 
And clearly, this lack of knowledge of any adequate natural cause does 
provide part of the grounds for inferring design from information in the 
cell; but our “ignorance” of any sufficient natural cause is only part of the 
basis for inferring design. We also know that intelligent agents can and 
do produce information-rich systems: we have positive experience-based 
knowledge of an alternative cause that is sufficient, namely, intelligence 
or “conscious activity.”

For this reason, the design inference defended here does not con-
stitute an argument from ignorance but an inference to the best expla-
nation.108 Inferences to the best explanation do not assert the adequacy 
of one causal explanation merely on the basis of the inadequacy of some 
other causal explanation. Instead, they compare the explanatory power 
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of many competing hypotheses to determine which hypothesis would, 
if true, provide the best explanation for some set of relevant data based 
upon our knowledge of the causal powers of competing explanatory en-
tities.109

This chapter has followed precisely this method to make a case 
for intelligent design as the best explanation for the origin of biologi-
cal information. It has evaluated and compared the causal efficacy of 
four broad categories of explanation—chance, necessity, the combina-
tion of those two, and intelligent design—with respect to their ability 
to produce large amounts of specified complexity or information. As we 
have seen, neither scenarios based on chance nor those based on neces-
sity (nor those that combine the two) can explain the origin of speci-
fied biological information in a prebiotic context. That result comports 
with our uniform human experience. Natural processes do not produce 
information-rich structures starting from purely physical or chemical 
antecedents. Nor does matter, whether acting at random or under the 
force of physical-chemical necessity, arrange itself into complex, infor-
mation-rich sequences.

On the other hand, we know from experience that conscious intel-
ligent agents can create informational sequences and systems. To quote 
Quastler, “creation of new information is habitually associated with 
conscious activity.”110 Further, experience teaches that whenever large 
amounts of specified complexity or information are present in an artifact 
or entity whose causal story is known, invariably creative intelligence—
intelligent design—played a causal role in the origin of that entity. Thus, 
when we encounter such information in the biomacromolecules neces-
sary to life, we may infer—based on our knowledge (not our ignorance) 
of established cause-effect relationships—that an intelligent cause op-
erated in the past to produce the specified complexity or information 
necessary to the origin of life.

Insofar as the inference to design depends on present knowledge 
of the demonstrated causal powers of natural entities and intelligent 
agency, it no more constitutes an argument from ignorance than any 



460   / The Mystery of Life’s Origin

other well-grounded inference in geology, archaeology, or paleontol-
ogy—where present knowledge of cause-effect relationships guides the 
inferences that scientists make about the causal past.

Some objectors would characterize the design inference presented 
here as invalid or unscientific because it depends on a negative general-
ization—i.e., “purely physical and chemical causes do not generate large 
amounts of specified information”—which future discoveries may later 
falsify. We should “never say never,” they say.

Yet science often says “never,” even if it can’t say so for sure. Negative 
or proscriptive generalizations often play an important role in science. 
As many scientists and philosophers of science have pointed out, sci-
entific laws often tell us not only what does happen but also what does 
not happen.111 The conservation laws in thermodynamics, for example, 
proscribe certain outcomes. The first law tells us that energy is never cre-
ated or destroyed. The second tells us that the entropy of a closed system 
will never decrease over time. Those who claim that such “proscriptive 
laws” do not constitute knowledge, because they are based on past but 
not future experience, will not get very far if they try to use their skepti-
cism to justify funding for research on, say, perpetual motion machines.

Further, without proscriptive generalizations, without knowledge 
about what various possible causes cannot or do not produce, historical 
scientists could not make determinations about the past. Reconstructing 
the past requires making abductive inferences from present effects back 
to past causal events.112 Making such inferences requires a progressive 
elimination of competing causal hypotheses. Deciding which causes can 
be eliminated from consideration requires knowing what effects a given 
cause can—and cannot—produce. If historical scientists could never say 
that particular entities lack particular causal powers, they could never 
eliminate them, even provisionally, from consideration. Thus, they could 
never infer that a specific cause had acted in the past. Yet historical and 
forensic scientists make such inferences all the time, without worrying 
about committing fallacious arguments from ignorance. And for good 
reason. A vast amount of human experience shows that intelligent agents 



17. Ev idence of Intel l igent Design in t he Orig in of Li fe /  461

have unique causal powers that matter (especially nonliving matter) does 
not. When we observe features or effects that we know from experience 
only agents produce, we rightly infer the prior activity of intelligence.

To determine the best explanation, scientists do not need to say 
“never” with absolute certainty. They need only say that a postulated 
cause is best, given what we know at present about the demonstrated 
causal powers of competing entities or agencies. That cause C can pro-
duce effect E makes it a better explanation of E than some cause D that 
has never produced E (especially if D seems incapable of doing so on 
theoretical grounds), even if D might later demonstrate causal powers of 
which we are presently ignorant.113

Thus, the objection that the design inference constitutes an argu-
ment from ignorance reduces in essence to a restatement of the problem 
of induction. Yet one could make the same objection against any scientif-
ic law or explanation or against any historical inference that takes pres-
ent, but not future, knowledge of natural laws and causal powers into 
account. Our knowledge of what can and cannot produce large amounts 
of specified information may later have to be revised, but so might the 
laws of thermodynamics. Inferences to design may later prove incorrect, 
as may other inferences implicating various natural causes. Such pos-
sibilities do not stop scientists from making generalizations about the 
causal powers of various entities or from using those generalizations to 
identify probable or most plausible causes in particular cases.

D. But Is It Science?
Of course, many simply refuse to consider the design hypothesis on 
grounds that it does not qualify as “scientific.” Such critics affirm an ex-
tra-evidential principle known as methodological naturalism.114 Meth-
odological naturalism asserts that, as a matter of definition, for a hy-
pothesis, theory, or explanation to qualify as “scientific,” it must invoke 
only naturalistic or materialistic entities. On that definition, critics say, 
the intelligent design hypothesis does not qualify. Yet, even if one grants 
this definition, it does not follow that some nonscientific (as defined by 
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methodological naturalism) or metaphysical hypothesis may not con-
stitute a better, more causally adequate, explanation. This chapter has 
argued that, whatever its classification, the design hypothesis does con-
stitute a better explanation than its materialistic or naturalistic rivals for 
the origin of specified biological information. Surely, simply classifying 
an argument as metaphysical does not refute it.

In any case, methodological naturalism now lacks justification as a 
normative definition of science. First, attempts to justify methodological 
naturalism by reference to metaphysically neutral (that is, non-question-
begging) demarcation criteria have failed.115 Second, to assert method-
ological naturalism as a normative principle for all of science has a nega-
tive effect on the practice of certain scientific disciplines, especially the 
historical sciences. In origin-of-life research, for example, methodologi-
cal naturalism artificially restricts inquiry and prevents scientists from 
seeking some hypotheses that might provide the best, most causally ad-
equate explanations. To be a truth-seeking endeavor, the question that 
origin-of-life research must address is not “Which materialistic scenario 
seems most adequate?” but rather “What actually caused life to arise on 
Earth?” Clearly, one possible answer to that latter question is this one: 
“Life was designed by an intelligent agent that existed before the advent 
of humans.” If one accepts methodological naturalism as normative, 
however, scientists are not allowed to consider the design hypothesis as 
possibly true. Such an exclusionary logic diminishes the significance of 
any claim of theoretical superiority for non-design hypotheses and raises 
the possibility that the best “scientific” explanation (as defined by meth-
odological naturalism) may not be the best in fact.

As many historians and philosophers of science now recognize, 
theory-evaluation is an inherently comparative enterprise. Theories that 
gain acceptance in artificially constrained competitions can claim to be 
neither “most probably true” nor “most empirically adequate.” At best, 
such theories can be considered “the most probably true or adequate 
among an artificially limited set of options.” Openness to the design hy-
pothesis would seem necessary, therefore, to any fully rational histori-
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