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the

bottom line is that we
want to maximize service to our
constituents. (Notice that I
use the term "member", since

have members,
neneve we can serve

to put ideas on the table
anyway. To my surprise and ....""....JIO....~.
I received the support of each
AdCom member who an
opinion. Representatives of our
newest member societies actually

that they were I
understand that some folks thought
we were building a "war In
order to facilitate our transition to a
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tion.
When I read a draft version of
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This conference will be held in
with the 1993 IEEE International Conference
on Neural Networks.

for publication are solicited on basic
concepts of systems, tools for their
development, qualitative and
modeling, control,
ing,
other applications of

logic to science and
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Thank you for your support of

the IEEE-NNC Neural Networks
stancarus Committee. Please con­
tinue to interact with all of the
working groups to help us grow in
nositrve directions, and provide ser­

to the entire community.
You In San

discussed

NewsletterIEEE Neural Networks

late an agenda.

II Working
Methodology
NASAIJSC

The
mance J..V.IL",U..l'l./UVJ.V~

all
major neural networks thrusts and
geographic areas should be included.

..... "'.............,...... neural network
mentations which implement

At June meeting the IEEE
Standards Board formally approved
the Project Authorization .I."'''-''UU'I."i)I.i)

(PAR's) submitted by the
Group on Ul()SSlUV

by the
mance Evaluation, so
groups now have their "marching
orders." The NNC Standards
mittee a
meetings in conjunction with the
Baltimore IJCNN. Over 400
and companies are on the interest
for standards. Ifyou would like to be
included, please contact Mary Lou
Padgett.

Working Group Reports:
•Working Group on Glossary

Symbols. Chair: Mary Lou
Padgett, Auburn University

The Working Group on G108­

and Symbols submitted the
following PAR, which has been
approved by the IEEE as a formal
project for the A

be the near
=-,,-,~~;..;:;.::.;:;.:::c.:.Recommended Defini­
tion of Terms for Artificial Neural
Networks
Scope: Terminology to U"-'Dv.l.l'-.J"-'

and discuss artificial neural networks
including and
algorithms related to artificial neural
networks.
Purpose: The
neural networks treated in a
variety of textbooks, technical
papers, manuals and
publications. At the fi>~"""A.... t

there is no "'..rll .....h, accented
standard for
terms
networks. It
project to
glossary
used by
publications in
Status

Because the ..... Ir..'''o.~ ..... r

be usable
everyone interested in neural net-



works Council that the
International Conference on Fuzzy
Systems would actually be two con­
current conferences: one on neural
nets, and other on
The combined conterence

March 28 to
Francisco.)

Fuzzy systems have found a
real home in control applications:
More than 25 percent of the papers
were on the subject, with system sta­
bility receiving particular attention.
Fuzzy control systems are frequently
criticized because of their inability
to prove closed-loop system stabil­
ity, which forces designers to per­
form massive numbers of system
simulations and system regression
testing. But some researchers at the
conference showed that fuzzy sys­
tem stability can be proved mathe­
matically in some limited situations.
The most interesting stability papers
were "Phase Plane Analysis Tools
for a class of Fuzzy Control Sys­
tems" by C.J. Hams and C.G. Moore
of Southampton University in
England, "Sliding Mode Fuzzy
trol" R. Palm of Siemens,

Analysis of Discrete
Fuzzy Systems"

the Kyushu Institute
Japan.
Four presentations on

applications stood out. First was the
plenary talk on "Fuzzy Control:
Principals, Practices. and Perspec­
tives'<by M. Sugeno of the Tokyo
Institute ofTechnology, who showed
a video a four-propeller neuconter
controlled by a fuzzy system.

The second notable control
was "Tether Operations

BasedLength
Lea and J. Villarreal

I ",,",n"',...... Center, Y.
andC.
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instances. these techniques allow
engineers to design systems that
implement satisfactory, approxi­
mate answers to large system and
control problems WIthmuch shorter

than conventional

Another theme at the confer­
ence was the use of both fuzzy logic
and neural networks as systems esti­
mators that do not require an initial
model. logic creates a model

11n,rrn1<I:'T1r' rules ("If the flow is
the temperature is falling

then increase the gas flow a
Each predicate has a class­

of-membership function, and the
conclusion is realized by combining
the according to the rules
of logic inferencing, In a com-

control system, many rules will
and conflicting conclusions will

be combined (interpolated) using
inference rules. The resulting con­
clusion will be a function, which is
usually defuzzified to yield a crisp
value. Neural nets, on the other
hand, learn to create a model-free
estimator using numeric informa­
tion based on previous system
formance or cases.

About 20 percent of the papers
rererreu to neural nets. Some
researchers use to create or
tune the class-of-membership func­
tions, in which case fuzzy rules are
imbedded in a back-propagation
neural net. The neural net tunes the
class-of-membership function and
nr01 ern!"C' rules based on the connec-

strength between processing
"'" ""........ "",TOT'" Another approach is to use
some form of competitive learning
to derive the rules once the class-of­
membership functions are given.

nets can also create both the
rules and the class-of-membership
functions. The most notable papers
on the subjects were Systems
as Universal Approximators" by
Bart of the University of
Southern California, "Real-Time
"'""1...0 .....,71 1:'",.1'1 Structure/parameter

Neural Networks"
Lee of Purdue

Expert
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NP1lXlQIPHf"'T is in need
......t"'.rOCl't""'r1 in

helping uncover the most
exciting events personalities
CI, please respond to
Annual prizes of $100,
for best articles are
ered.

Speech in Arizona
The Phoenix, AZ Neural Net­

works Council RIG is interested in
providing transportation, meals and
lodging expenses for one or more CI
speakers this year. Topics of interest
are any those within the CI field;
specifically, networks,
logic, genetic algorithms, fractals,
chaos, virtual reality and biomolecu­
lar computing. Both applied and the­
oretical presentations are welcome.

Past speakers include Lotfi
LJu.,u,,",".I., Russ Eberhart, Enrique Rus­

Simpson and Stuart Hamer-

Ifyou might be interested in
participating in our 1992-1993
schedule, please send a statement of
your proposed with
for reply to:

Rick Alan
IEEE Phoenix
NNCRIG
c/o TRW Safety Systems
North Higley Road
Mesa, AZ 85205 USA
70324.1625@cornpuserve.com

Additionally, CI
speakers who will in or



a01DIU~O for
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.... '''''.....,.... In.....1'' introduced an AT­
its Windows-

based Cubicale.
Inform, a long-time German

player, disclosed it will open an
office in Evanston, Illinois, and
make its Fuzzytech development
tool available in Fuzzytech
is the front end for of
Inform that
semiconductor chips.

Togai Infralogic revealed that it
will share technology with Siemens,
and that it has second-generation

ASIC capability that greatly
.......n~r... "'. on the functionality and

of its previous ASICs.

The TIL Shell+ will initially be
available under Windows, and the
company expects to port it to Sun
workstations. also demon-
strated TIL Gen, a system for gener­
ating fuzzy rules from a trained
neural net once the class-of-mem­
bership functions are defined using
various forms of competitive learn-

The real surprise the show
was commitment to fuzzy

This W'_'._'-UA....

...."."'....h'... rI<:< include
sumptron, and

topics at the conference
included fuzzy logic in image pro­
cessing, understanding, synthesis
and character recognition, the exten­
sion fuzzy logic theory and infer­

methods, fuzzy information
""..r'r>"""'....~ (including fuzzy database

"'.....,,,o-..'.....LJLj', techniques.
simulation

predictive forecast-

Control of
Inducnon Mc.tor:s" by J. Cleland and

Research Triangle
and T. Epy of

Chappell and
R.J. Spielgel US Environmen-
tal Protection Agency, and P. Bose
the University of Tennessee. This
application seeks to maximize the
efficiency of AC induction motors
by controlling torque. It turns out
that the efficiency of such motors

dramatically for
50 rated &,Vll"-,U...,.

controller on 100-
h ......·<'l""" ....""T.,.,.~ motors, the researchers
A~«AALA,U annualized energy savings
between 1.4 and 3 percent over con­
ventional voltage-frequency control-

In the US, 50 percent of the
energy savings from this approach
would come from retrofitting only
0.4 percent of the applicable motors.
As Cleland said. "TIle ultimate goal
of adjustable-speed-motor drives is
to put DC motors out
We think that will help

that off."
The fourth notable control

paper and the conference's most
consumer-oriented paper was "An
Elti~ctr'onllCVideo Camera

Operated on
Y H. Akahori, A. I\lIr~r11'nll'l"~

and N. Matsushita Elec-
Industrial Company. Used to

steady images in hand-held Pana­
camcorders, the controller uses

eight rules applied over four
of the image. The rule
"If points the

image are moving a little in the same
direction, then stabilize the image. If
the are moving in different
direcnons. then don't stabilize the
image." the rules are formu-
lated, class-of-membership
tion is tuned using the simplex

The system operates on 60
frames a second in real time.

Some of these applications
need the fuzzy-logic functions incor-
nn.1~at.,.11 on semiconductor in

10 percent of the
subject.

was "Current-Mode
Hardware with Volt­

....."'-,,....."" and Normaliza-
M. N.

T. Inoue of
In~.".,.~.,~t.., The advan-
anll"lorn~l"h over



eICNN 93: IEEE International Con­
ference on Neural Networks.
March 11993. See
Announcement







PERMIT #52

works. San FralDC1LsCl)• •soonsor:
IEEE Council on
See Announcement
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Announcement.


