Composite matched filtering with error correction
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Inaccuracy has been a major obstacle to the widespread adoption of optical processors. By trading dynamic range for accuracy, digital optical computing is a promising solution to this problem.\(^1\)\(^2\) By using coding concepts from communications theory we propose a combination of analog processing and digital coding to increase accuracy with a modest sacrifice in throughput.

In his cornerstone papers on information theory, Shannon\(^3\) demonstrated that one could communicate with arbitrarily low error probability over a noisy channel. In the same spirit, by using standard block coding techniques\(^4\) it may be possible to compute accurately with an inexact processor. Indeed, we demonstrate that techniques used to communicate with a high degree of accuracy over a noisy channel can be applied directly to increasing the precision of an inexact composite matched filter\(^5\) (CMF) processor.\(^6\)\(^7\)\(^8\) In a CMF processor, an input, \(g\), represents one of \(N\) possible library elements. When CMF's are used, the processor output is a binary vector, which, when decoded (with error correction capability), will specify the appropriate library element. With 26 CMF’s, we can recognize each of more than \(10^6\) library elements with single-error correction capability. The need for error correction and self-healing in optical processing has been addressed previously.\(^9\)\(^10\)

To illustrate the CMF, assume that we have \(N = 16\) real object vectors of length \(L\): \(\{f_n\}0 \leq n < N = 16\). For the moment, assume that the elements are orthonormal. That is, \(f_n^T f_m = \delta[n - m]\), where \(\delta[p]\), the Kronecker delta function, is 1 for \(p = 0\) and is otherwise 0. This orthonormality constraint will be removed later.

In Table 1 there are four rows of numbers from 1 to 15. The \(s_0\) row contains numbers that, in binary, contain a 1 in the least significant bit. Row \(s_1\) contains those numbers containing 1 in the second least significant bit, etc. Generalizing, row \(s_{q-1}\) contains those numbers that, in binary, have a 1 in the \(q\)th least significant bit. Thus \((9)_{10} = (1001)_2\) is contained in the first and last rows. Clearly, similar tables can be formulated for numbers between 0 and \(2^Q - 1\), where \(Q\) is an arbitrary positive integer.

We formulate the CMF’s \((h_m; m = 0, 1, 2, 3)\) as sums of vectors with indices in accordance with Table 1:

\[
\begin{align*}
    h_0 &= f_1 + f_3 + f_5 + f_7 + f_9 + f_{11} + f_{13} + f_{15}, \\
    h_1 &= f_2 + f_3 + f_6 + f_7 + f_{10} + f_{11} + f_{14} + f_{15}, \\
    h_2 &= f_4 + f_5 + f_6 + f_7 + f_{12} + f_{13} + f_{14} + f_{15}, \\
    h_3 &= f_6 + f_9 + f_{10} + f_{11} + f_{12} + f_{13} + f_{14} + f_{15}. 
\end{align*}
\]

(1)

Note that

\[
f_n^T h_m = \delta_{mp} = \begin{cases} 1 & n \in s_p, \\ 0 & n \notin s_p. \end{cases}
\]

(2)

For example, if \(f_5\) is input to the processor, the inner products are \(f_5^T h_0 = 0, f_5^T h_1 = 0, f_5^T h_2 = 0,\) and \(f_5^T h_3 = 1\). The result, then, is \((1001)_2 = (9)_{10}\), which is the index of the input. In general, for an input of \(f_n\), the inner products of the CMF’s will yield the binary equivalent of \(n\). Thus, instead of \(N = 16\) matched filters, we require \(\log_2 N = 4\) CMF filters.

Independent of the number of objects, a single additional CMF will permit single-bit error detection. For our example, we choose an additional vector \(d_4\) so that the number of 1’s at the output will always be even (i.e., even 1’s parity). Since \((1)_{10} = (0001)_2\) contains an odd number of 1’s, we must include \(f_1\) in \(d_4\). On the other hand, \((3)_{10} = (0011)_2\) already contains an even number of 1’s. Thus \(f_3\) is not included in \(d_4\). In general, the CMF \(d_4\) is the sum of all object vectors whose indices, when represented in binary, contain an odd number of ones:

\[
d_4 = f_1 + f_2 + f_3 + f_5 + f_6 + f_7 + f_9 + f_{11} + f_{12} + f_{13} + f_{14} + f_{15} + f_{14}.
\]

If, for example, we find that \(f_7^T h_0 = 0, f_7^T h_1 = 1, f_7^T h_2 = 1, f_7^T h_3 = 0,\) and \(f_7^T d_4 = 1\), we know immediately that there has been a mistake made since the number

Table 1. Coding Map for Four CMF's

<table>
<thead>
<tr>
<th>(s_0)</th>
<th>1</th>
<th>3</th>
<th>5</th>
<th>7</th>
<th>9</th>
<th>11</th>
<th>13</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>(s_1)</td>
<td>2</td>
<td>3</td>
<td>6</td>
<td>7</td>
<td>10</td>
<td>11</td>
<td>14</td>
<td>15</td>
</tr>
<tr>
<td>(s_2)</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
</tr>
<tr>
<td>(s_3)</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
</tr>
</tbody>
</table>
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of 1's is odd. Note that it is possible to have two-bit errors go undetected.

Using additional CMF's, we can detect and correct bit errors. The example presented here is based on Hamming error-correction coding. To illustrate single-bit correction, we first reorganize the labeling of the four CMF's in Eq. (1):

\[
\tau_0 = t_1, \\
\tau_1 = t_2, \\
\tau_2 = t_3, \\
\tau_3 = t_4.
\]

The three additional vectors, \( t_1, t_2, \) and \( t_4 \), are error-correcting CMF's and have yet to be specified.

To determine the error-correcting CMF's, we make use of Table 2, which is formulated exactly like Table 1 except that the maximum index number is \( M = 3 \). To determine the first error-correcting CMF, \( \tau_0 = t_1 \), we consider from the table the CMF's \( t_1, t_3, t_5, \) and \( t_7 \). We require that each \( f_m \) appear in these four CMF's an even number of times. For example, already appears in \( t_5 \) but not in \( t_5 \) and \( t_7 \). Thus, to make the number of appearances even, we require that \( t_1 \) contain \( f_1 \), \( f_4 \), on the other hand, appears in \( t_5 \) and \( t_5 \) but not in \( t_7 \). Since its number of appearances is already even, \( f_7 \) is not included in \( t_1 \).

The elements of the second error-correcting CMF, \( \tau_1 = t_2 \), are similarly determined, except that, as is given in Table 2, we consider only the CMF's \( t_2, t_3, t_6, \) and \( t_7 \). Continuing, our final result is

\[
\tau_0 = t_1 = f_1 + f_2 + f_3 + f_5 + f_6 + f_7 + f_9 + f_{11} + f_{12} + f_{13} + f_{15}, \\
\tau_1 = t_2 = f_1 + f_3 + f_4 + f_5 + f_6 + f_7 + f_{10} + f_{12} + f_{13} + f_{14} + f_{15}, \\
\tau_2 = t_3 = f_1 + f_3 + f_4 + f_5 + f_6 + f_7 + f_{11} + f_{12} + f_{13} + f_{14} + f_{15}, \\
\tau_3 = t_4 = f_2 + f_3 + f_4 + f_5 + f_6 + f_7 + f_9 + f_{14} + f_{15}, \\
\tau_4 = t_5 = f_2 + f_3 + f_4 + f_5 + f_6 + f_7 + f_{10} + f_{11} + f_{14} + f_{15}, \\
\tau_5 = t_6 = f_2 + f_4 + f_5 + f_6 + f_7 + f_{12} + f_{13} + f_{14} + f_{15}, \\
\tau_6 = t_7 = f_3 + f_5 + f_6 + f_7 + f_{11} + f_{12} + f_{13} + f_{14} + f_{15}.
\]

We now illustrate single-bit error correction. If \( f_9 \) is input, the result is

\[
f_9^T [t_1 | t_2 | t_3 | t_4 | t_5 | t_6 | t_7] = [0011001].
\]

Table 2. Error-Correction Coding Map for Four CMF's

| \( \tau_0 \) | \( 1 \) | \( 3 \) | \( 5 \) | \( 7 \) |
| \( \tau_1 \) | \( 2 \) | \( 3 \) | \( 6 \) | \( 7 \) |
| \( \tau_2 \) | \( 4 \) | \( 5 \) | \( 6 \) | \( 7 \) |

Suppose, however, that, because of input or processor noise, there were a single-bit error and, instead of the binary vector in Eq. (5), we had as an output

\[
[0011101].
\]

Referring again to row \( \tau_0 \) in Table 2, we see that there is a mistake in the output of at least one of the CMF's \( t_1, t_3, t_5, \) or \( t_7 \). Why? Because these CMF outputs contain an odd number of 1's. By design, the number of 1's should be even. The bits for row \( \tau_1 \), on the other hand, are even parity, and there is no apparent mistake at the outputs of CMF's \( t_2, t_3, t_6, \) and \( t_7 \). There is, however, a second mistake corresponding to row \( \tau_2 \). Using a 1 for a detected error and 0 otherwise, we conclude that our bit error occurred at the output of CMF number \( (101)_2 = 5 \). Equivalently, \( f_5 \) is the only element that is in \( \tau_0 \) and \( \tau_2 \) but not in \( \tau_1 \). Comparing Eq. (5) with expression (6) substantiates our result.

The parameters of our single-bit error correction revolve around \( M = number of error-correction CMF's \). For the example above, \( M = 3 \). The total number of CMF's, including error-correction CMF's, is \( P = 2^M - 1 \). The total number of (nonerror-correcting) CMF's that would be used if there were no coding is \( Q = P - M = 2^M - M - 1 \). Finally, the number of objects cataloged for detection is \( N = 2^M \). As we claimed above, for \( N = 10^6 \) objects a total of \( P = 26 \) CMF's (corresponding to \( M = 6 \)) is needed for single-bit error correction. However, in the presence of either input or processor noise, the uncertainty (variance) of the processor output increases with the number of library elements. The effect of this increased uncertainty has yet to be studied.

Here we extend the error-correction results above to the case when the \( N \) objects are not orthogonal. For \( N \) objects, we form the \( P \) CMF's

\[
s_p = \sum_{n=1}^{N} a_{pn} f_n \quad 1 \leq p \leq P,
\]

where the \( a_{pn} \) coefficients are determined by

\[
s_p f_m = \begin{cases} 1 & f_m \in t_p \\ 0 & f_m \notin t_p \end{cases} = \Lambda_{pm}.
\]

As an example, for \( M = 3 \) (\( P = 7, N = 16 \)), the matrix \( \Lambda \) containing the elements \( \Lambda_{pm} \) is, from Eqs. (4),

\[
\Lambda = \begin{bmatrix}
0 & 1 & 1 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 1 & 0 & 0 & 1 \\
0 & 1 & 0 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 1 & 1
\end{bmatrix}.
\]

Substituting Eq. (7) into Eq. (8) gives

\[
\sum_{n=1}^{N} a_{pn} r_{nm} = \Lambda_{pm}.
\]
written as $A = R$, where $R$ is the $N \times N$ correlation matrix. The $a_{pm}$ coefficients can thus be found from

$$A = \Delta R^{-1}.$$  

Use of these coefficients in Eq. (7) will yield $s_p T f_p = 1$ when $f_p \in t_p$ and is zero otherwise. The same single-bit error-correction algorithm previously presented is applicable. Note that when the object vectors are orthonormal, this algorithm reduces to that above.

To illustrate CMF single-error correction, we performed a Monte Carlo simulation for $N = L = 16$. The library entry $f_m$ had a 1 as its $m + 1$st element ($0 \leq m \leq 15$) and was otherwise 0. Zero-mean white Gaussian noise was added to each element of the input and each element of the $A = \Delta$ matrix. The respective noise variances are denoted by $\sigma_f^2$ and $\sigma_A^2$. For a given noisy input, detection was also performed without error correction by examining only the original four CMF outputs.

The fraction of correct results (with and without the error-correction processor) versus $\sigma_f$ is shown in Fig. 1. Each of the four curves consists of six linearly interpolated points. Each point was generated by 800 simulations. The dashed curves are for single-error correction, and the solid lines are for no error correction. The vertical lines represent 90% confidence intervals computed under the assumption that each simulation was a Bernoulli trial.

Clearly, in each case error correction improved performance.

Processor inaccuracies are a fundamental problem for optical computers. We have illustrated a technique whereby accuracy can be increased by a modest expansion of throughput. For example, as shown for $N = 10^6$ objects, increasing the number of CMF's by 30% can allow for single-bit error correction. This behavior is in contrast to digital techniques in which dynamic range is sacrificed. Ideally, any technique to increase the accuracy of optical processors should be formulated in such a manner as to preserve the computational advantages inherent in the processor physics.

We believe that the techniques of correcting errors in CMF's can also be applied to problems of very large wafer scale integration in which errors can result from a distribution of defects. The advantage of this technique over those conventionally used is that the overhead of special control or testing would be greatly reduced. The unavoidable occurrence of defects would cause processing errors, yet the error-correction capability would reduce or eliminate these errors with only a small amount of added hardware and computation. The effects of generalizing the error-correction algorithm to multilevel and multiple errors still needs investigation, as does performance comparison between the resulting CMF's and the (sometimes optimal) conventional matched filter.
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