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we multiply this by the number of atoms in the universe (1078 atoms), we have
10166 messages, still dwarfed by the required 105,032,323.

Let's try a more modest problem: the phrase

IN "THE::-BEGINNING':-GOD'cCREATED

(We could complete the phrase with "the heaven and the earth," but the
numbers grow too large.) Here there are 27 possible characters (26 letters
and a space) and the string has a length of 28 characters. The odds that
this is the phrase written by the monkeys is 272

, which equals 1.20 x 1040

to 1. This number isn't so big that we can't wrap our minds around it. The
chance of a monkey typing 28 letters and typing these specific words is the
same as choosing a single atom from over one trillion tons of iron. Using
Avogadro's number, we compute 2728 atoms: (1 mole per 6.022 x 1023 atoms)
x (55.845 grams per mole) x (1 short ton per 907,185 grams) = 1.22 x 1012

short tons.
Quantum computers would help by reduction of the equivalent search size

by a square root,S but the problem remains beyond the resources of the closed
universe. Information must be infused into the search process.

Searching an unstructured space without imposition of structure on the
space is computationally prohibitive for even small problems. The need for
implicit information imposed by design heuristics has been emphasized by
the no free lunch theorems,6 which have shown, "unless you can make prior
assumptions about the ... [problems] you are working on, then no search
strategy, no matter how sophisticated, can be expected to perform better than
any other."7 No free lunch theorems "indicate the importance of incorporating
problem-specific knowledge into the behavior of the [optimization or search]
algorithm. "8

Sources of Information

A common structure in evolutionary search is an imposed fitness function,
wherein the merit of a design for each set of parameters is assigned a number.
The bigger the fitness, the better. The optimization problem is to maximize
the fitness function. Penalty functions are similar, but are to be minimized.
In the early days of computing, an engineer colleague of mine described his
role in conducting searches as a penalty function artist. He took pride in using
his domain expertise to craft penalty functions. The structured search model
developed by the design engineer must be, in some sense, a good model. Ex­
ploring through the parameters of a poor model, no matter how thoroughly,
will not result in a viable design. In a contrary manner, a cleverly conceived
model can result in better solutions in faster time.
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Here is a simple example of structure in a search. Instead of choosing each
letter at random, let's choose more commonly used letters more frequently.
If we choose characters at random, then each character has a chance of 1 in
27, which equals a 3.7 percent chance of being chosen. In English, the letter
e is used about 10 percent of the time. A blank occurs 20 percent of the time.
If we choose letters in accordance to their frequency of occurrence, then the
odds of choosing IN':-THE':-BEGINNING':-GOD':-CREATED nose dives to five
one millionths (0.0005 percent) of its original size-from 1.2 x 104{) to 5.35 X

1034
• This is still a large number: the trillion tons of iron has been reduced to

5.5 million tons. If we use the frequency of digraphs, we can reduce it further.
(Digraphs are letter pairs that occur frequently; for instance, the digraph e_,
where _ is a space, is the most common pair of characters in English.) Trigraph
frequency will reduce the odds more.

The Fine-Tuning of the Search Space

As more implicit structure is imposed on the search space, the search be­
comes easier. Even more interesting is that, for moderately long messages, if
the target message does not match the search space structuring, the message
won't be found.

Let a search space be structured with a disposition to generate a type of
message. If a target does not match this predisposition, it will be found with
probability zero.

This theorem, long known in information theory in a different context, is
a direct consequence of the law of large numbers. If, for example, we struc­
ture the search space to give an e 10 percent of the time, then the number of
e's in a ~~ssage 10,000 characters in length will be very close to 1,000. The
curious book Gadsby, containing no e's, would be found with a vanishingly
small probability.

Structuring the search space also reduces its effective size. The search space
consists of all possible sequences. For a structured space, let's dub the set of
all probable sequences that are predisposed to the structure the "search space
subset." For frequency of occurrence structuring of the alphabet, all of the
great novels we seek, except for Gadsby, lie in or close to this subset.

The more structure that is added to a search space, the more added informa­
tion there is. Trigraphs, for example, add more information than digraphs.

As the length of a sequence increases and the added structure information
increases, the percent of elements in the search subset goes to zero. This is
called the "diminishing subset theorem." Structuring of a search space therefore
not only confines solutions to obey the structure of the space; the number of
solutions becomes a diminishingly small percentage of the search space as the
message length increases.
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Final Thoughts

Search spaces require structuring for search algorithms to be viable. This
includes evolutionary search for a dugeted design goal. The added structure
information needs to be implicitly infused into the search space and is used to
guide the process to a desired result. The target can be specific, as is the case
with a precisely identified phrase; or it can be general, such as meaningful
phrases that will pass, say, a spelling and grammar check. In any case, there is
yet no perpetual motion machine for the design of information arising from
evolutionary computation.


