

















Evolutionary Computation 95

Here is a simple example of structure in a search. Instead of choosing each
letter at random, let’s choose more commonly used letters more frequently.
If we choose characters at random, then each character has a chance of 1 in
27, which equals a 3.7 percent chance of being chosen. In English, the letter
e is used about 10 percent of the time. A blank occurs 20 percent of the time.
If we choose letters in accordance to their frequency of occurrence, then the
odds of choosing IN*THE*BEGINNING*GOD*CREATED nose dives to five
one millionths (0.0005 percent) of its original size—from 1.2 X 10* to 5.35 x
10*. This is still a large number: the trillion tons of iron has been reduced to
5.5 million tons. If we use the frequency of digraphs, we can reduce it further.
(Digraphs are letter pairs that occur frequently; for instance, the digraph e_,
where _is a space, is the most common pair of characters in English.) Trigraph
frequency will reduce the odds more.

The Fine-Tuning of the Search Space

As more implicit structure is imposed on the search space, the search be-
comes easier. Even more interesting is that, for moderately long messages, if
the target message does not match the search space structuring, the message
won’t be found.

Let a search space be structured with a disposition to generate a type of
message. If a target does not match this predisposition, it will be found with
probability zero.

This theorem, long known in information theory in a different context, is

a direct consequence of the law of large numbers. If, for example, we struc-
ture the search space to give an e 10 percent of the time, then the number of
¢’s in a message 10,000 characters in lcngth will be very close to 1,000. The
curious book Gadsby, containing no e’s, would be found with a vanishingly
small probability.

Structuring the search space also reduces its effective size. The search space
consists of all possible sequences. For a structured space, let’s dub the set of
all probable sequences that are predisposed to the structure the “search space
subset.” For frequency of occurrence structuring of the alphabet, all of the
great novels we seek, except for Gadsby, lie in or close to this subset.

The more structure that is added to a search space, the more added informa-
tion there is. Trigraphs, for example, add more information than digraphs.

As the length of a sequence increases and the added structure information
increases, the percent of elements in the search subset goes to zero. This is
called the “diminishing subset theorem.” Structuring of a search space therefore
not only confines solutions to obey the structure of the space; the number of
solutions becomes a diminishingly small percentage of the search space as the
message length increases.
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Final Thoughts

Search spaces require structuring for search algorithms to be viable. This
includes evolutionary search for a targeted design goal. The added structure
information needs to be implicitly infused into the search space and is used to
guide the process to a desired result. The target can be specific, as is the case
with a precisely identified phrase; or it can be general, such as meaningful
phrases that will pass, say, a spelling and grammar check. In any case, there is
yet no perpetual motion machine for the design of information arising from
evolutionary computation.



