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the convergence of the PAE and AF least-squares error, as compared
to the AF template during an optimization under spectral mask and
peak-to-average power ratio constraints.
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I. INTRODUCTION

Cognitive and adaptive radar transmitters must optimize
for multiple priorities, including ambiguity-function (AF)
performance of the amplifier’s output waveform, power-
added efficiency (PAE) of the transmitter power ampli-
fier, and spectral mask compliance that may change based
on surrounding wireless spectrum users. While significant
progress has been made in the literature in the traditionally
separate areas of radar waveform optimization and power
amplifier circuit optimization, this paper demonstrates the
joint optimization of both the waveform and the circuit to
meet the following three goals:

1) AF performance;
2) PAE;
3) compliance with spectral regulations.

To our knowledge, this paper demonstrates the first suc-
cessful joint circuit and waveform optimization for radar
transmitters. PAE is defined by the following well-known
equation:

PAE = Pout,RF − Pin,RF

Pdc
× 100% (1)

where Pin,RF and Pout,RF are the input and output radio-
frequency (RF) power, respectively, and Pdc is the dc power.
The PAE is a metric describing the percentage of the dc
power that is converted into additional RF power beyond
that provided by the input RF signal.

Typically, efforts at radar waveform and circuit opti-
mizations are performed independently, where the circuit
is often optimized with no consideration of the waveform
and vice versa. Gorji presents an iterative algorithm that ad-
justs the waveform parameters space-time adaptive weights
to maximize the signal-to-interference-plus-noise ratio [1].
Consideration of the radar transmitter hardware’s effect on a
waveform optimization is introduced by Jakabosky [2]. Eu-
stice performs radar waveform optimization using alternat-
ing projections for multiple constraints and objectives with
a simple model used to represent the transmitter nonlinear-
ities [3]. The feasibility of a reconfigurable radar is demon-
strated through recent innovations in circuit optimization
techniques [4], adaptive amplifier module construction [5],
[6], and high-power tunable circuitry [7].

However, because the waveform affects the perfor-
mance of the circuit and the circuit affects the performance
of the waveform, it is expected that optimizing the nonlinear
circuit and waveform together can improve the performance
of both. In addition, joint optimization can provide gradual
progress toward all objectives, rather than first achieving
one goal and then attempting another, which often does
not reach a solution that is a good compromise between
all objectives. To our knowledge, this paper details the first
complete algorithm for joint radar transmitter waveform
and circuit optimization.

The function of a radar is to detect its target with desired
range and Doppler resolution. The ambiguity in range and
Doppler detection is represented by the AF, which was first
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derived by Woodward [9]. The AF is used to describe the
output of the matched filter, based on the radar waveform
x(t), at displacements τ and u in range and Doppler, re-
spectively, from the actual range and Doppler of the target
under examination [10], [11].

χx (τ, u) =
∫ ∞

−∞
x (t) x∗ (t − τ ) e−j2πutdt. (2)

Eustice describes the AF and its derivation in more
detail [11].

Waveform optimization techniques have been derived
using the AF as a measure of the range and Doppler res-
olution performance achievable by the waveform. Wilcox
presents a classic synthesis technique using a least-squares
estimation approach to approximate a desired AF [12]. An
extension of this work by Sussman allows functions with-
out Hermitian symmetry and nonunity energy values [13].
Since real waveforms possess even magnitude spectra and
odd phase spectra (Hermitian symmetry), the opening of the
optimization to non-Hermitian waveforms allows complex
waveforms to be used in the optimization. This, however,
is reasonable, because the baseband waveform selected is
upconverted onto a carrier frequency, which results in a real
waveform from even a complex baseband waveform. Wolf
considers AF synthesis using a pattern search with prede-
termined basis functions; however, only phase-modulated
waveforms are considered [14]. Gladkova [15], [16] ex-
tends Wilcox’s method to Hermite waveforms, which are
often too difficult to generate [17], [18]. Costas focuses
on obtaining an ideal “thumbtack” AF, with a sharp main
lobe near the range/Doppler plane origin and no ambiguity
elsewhere [19]. Patton has demonstrated joint optimiza-
tion of the waveform and receiver signal processing to
satisfy auto- and cross-correlation constraints [20], syn-
thesis of a waveform based on its spectrum [21], and wave-
form optimization to satisfy autocorrelation and modulus
requirements [22]. Kassab explores alternating projections
for radar waveform synthesis based on the autocorrelation
[23]. Blunt and Jakabosky demonstrate the implementation
and optimization of polyphase-coded waveforms for radar
[24], [25], and describe transmitter-in-the loop optimization
for radar waveforms [2], [26].

Similarly, circuit optimization techniques have been de-
veloped that can be used for fast circuit tuning. Lu and
Vaka-Heikkila discuss reconfigurable amplifiers using mi-
croelectrical mechanical systems switches [27], [28]. Deve
describes a variable impedance matching network tunable
between 1 and 3 GHz [29]. Sun describes the need for fast
tuning with reconfigurable transmitters [30] and demon-
strates real-time impedance matching for antennas using
a genetic algorithm [31], [32]. Qiao demonstrates a real-
time reconfigurable amplifier using a genetic algorithm [5].
While genetic algorithms have been used in some pro-
posed real-time optimizations, Du Plessis discusses this
approach and states that genetic algorithms tend to be
slower than other algorithms in many applications [33]. Fel-
lows [34] and Barkate [35] demonstrate modified gradient-
based searches for power amplifiers. Bandler describes

Fig. 1. Joint circuit and waveform optimization flow diagram.

pattern and simplex searches as alternatives to the gradi-
ent search [36]. A simplex circuit search is demonstrated
by Tsatsoulas [37], and Barkate compares pattern, simplex,
and gradient searches in multidimensional circuit optimiza-
tion, demonstrating that the gradient search approach is a
very consistent approach for multidimensional optimiza-
tion [38]. Gradient-based vector searches for radar power
amplifiers have been demonstrated by Fellows [34], [4]
and Barkate [35] allowing amplifier load-impedance opti-
mization to maximize PAE while meeting requirements on
adjacent-channel power ratio. Hays demonstrates the use of
a varactor tuning network for fast reconfiguration designed
for amplifier applications [39].

The impact of a nonlinear power amplifier on the radar
waveform’s AF is documented by Eustice [40]. In addition,
the waveform’s impact on circuit performance is evident
based on the well-known relationships between peak-to-
average power ratio (PAPR) and both efficiency and lin-
earity for a given amplifier. These issues of intertwining
impact make a joint circuit and waveform optimization ap-
proach very attractive. The need to provide a joint circuit
and waveform optimization is presented by Baylis [41].

The present paper brings together the circuit and wave-
form optimizations and allows them to be performed in
a back-and-forth manner. In transmission using nonlinear
power amplifiers, the back-and-forth approach to circuit
and waveform optimization is expected, in many cases, to
provide a better overall solution than the individual opti-
mization of the circuit followed by the individual optimiza-
tion of the waveform (or vice versa). This is related to the
general inability to apply the principle of superposition to
nonlinear situations.

Section II describes the joint circuit and waveform
optimization. Section III details the measurement setup.
Section IV shows the measured results and how joint and
sequential (circuit-then-waveform) optimizations compare.
Section V provides conclusions and ideas for future work.

II. CIRCUIT AND WAVEFORM OPTIMIZATION
OVERVIEW

Fig. 1 illustrates the joint circuit and waveform opti-
mization. The outer loop, containing boxes shaded in blue,
is the Eustice alternating-projections waveform optimiza-
tion [3]. The inner loop, containing boxes shaded in red, is a
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Fig. 2. (a) Ambiguity function minimization template showing areas of
allowed ambiguity (red) and areas for ambiguity minimization (blue).

(b) Gradient circuit optimization, using neighboring points at Candidate
1 to estimate the gradient, and taking a step of size Ds in the gradient

direction to obtain Candidate 2 [8].

modified gradient-based circuit optimization adapted from
Fellows [4]. The circuit is updated with the best performing
waveform after every five waveform iterations. The timing
of the optimization is that five waveform optimization it-
erations are performed, followed by a circuit optimization
with the best performing waveform. This procedure then
repeats until the optimization is halted.

We consider the following three goals for the overall
optimization:

1) desired range/Doppler AF performance;
2) PAE maximization;
3) spectral compliance.

In the Eustice method of alternating projections wave-
form optimization (the outer loop in Fig. 1), the waveform
is projected onto three sets [3]. The first set, called the min-
imization function, is shown in Fig. 2(a). The areas in blue
are the range/Doppler combinations to be minimized. The
minimization areas are given different levels of importance,
as demonstrated through proceeding from dark blue to yel-
low in Fig. 2(a). The waveform is then projected onto a set
of all waveforms that meet the peak-to-average-power ratio
requirement. Last, the waveform is projected onto the set of
spectrally compliant waveforms. Spectral mask compliance
is determined by the value of the metric Sm [4]:

Sm = max (s − m) (3)

where s is the value of the measured spectrum in dBm and
m is the value of the mask in dBm.

If Sm ≤ 0, the spectrum is in compliance (below or at
the mask), and if Sm > 0, the spectrum is out of compliance
(spectrum above the mask). The final projection onto the set
of functions meeting the spectral mask criteria essentially
uses the mask as a bandpass filter.

For the circuit optimization, in which the load reflec-
tion coefficient �L of the amplifier is adjusted using an
automated tuner with a controller, the approach of Fellows
[4] is modified in that the spectral mask is not considered in
the circuit optimization, because it is included in the wave-
form part of the optimization. The resulting algorithm is an
unconstrained optimization of PAE, similar to the output
power optimization previously presented by Baylis [8]. A
gradient search is used in the Smith Chart to maximize the
PAE [Fig. 2(b)], using two neighboring points at the first
candidate �L to estimate the PAE gradient, then locating
the next candidate �L a distance Ds from the first in the
direction of the gradient. The process repeats until the can-
didate �L has a lower PAE than the previous candidate. At
this point, the algorithm divides the current step size in half.
This process continues until Ds is reduced below a certain
threshold, resulting in maximum PAE [8].

As mentioned, the optimization sequence consists of
five waveform optimizations, followed by a circuit opti-
mization that uses the best available waveform, based on
least-squares comparison to the AF template and spectral
mask compliance. While the reverse process could be work-
able (the waveform could be updated with the best circuit
setting every five circuit iterations), the results would likely
take much longer to achieve, and potentially change signif-
icantly through the search. The best circuit setting heavily
depends upon the best waveform, because the AF tem-
plate significantly affects the closeness of the waveform to
violation of spectral mask limitations. As such, it is best
to ensure the waveform optimization moves along quickly
in comparison with the circuit optimizations, to allow a
near-final waveform to be achieved quickly. Additionally, a
circuit optimization step takes significantly more time than
a waveform optimization step, due to the time required for
actuation and movement of the impedance tuner.

III. MEASUREMENT SETUP

The optimizations were run on a test bench setup con-
trolled by MATLAB, which controls a Maury Microwave
load pull tuner and a Keysight Technologies signal genera-
tor. Our measurement setup for demonstration of impedance
tuning algorithms is shown in Fig. 3. For the initial exper-
iments described in this paper, the Maury tuner was used
in place of an actual reconfigurable circuit to demonstrate
the effect of adapting the load impedance using search al-
gorithms. The developments presented in this paper will
be later investigated in reconfigurable amplifiers for real-
time performance. Measurements are read from a Keysight
Technologies signal analyzer and power sensor. The op-
timizations were measurement-tested on two different
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Fig. 3. Measurement setup (Maury mechanical tuner is used in place of
“EVA Tuner” for this work).

amplifier devices: a Microwave Technologies (MWT) High
Gain GaAs FET and a Skyworks InGaP packaged amplifier.
The optimizations were performed from starting �L values
that were varied to include points from all around the Smith
Chart, to ensure that various linearity regions were exam-
ined. For both joint and sequential optimizations, the initial
baseband waveform upconverted to 3.3 GHz for the opti-
mization was a modified two-tone waveform given by

x(t) = 1

2
ejωt + e−jωt . (4)

After the initialization, five iterations of simulated
waveform optimization were performed using the control-
ling computer. Sequential optimization first performs the
entire circuit optimization using the approach of Baylis [8],
where the gradient-based approach is used to find the load
reflection coefficient (�L) that results in the maximal PAE.
At this point, the �L is fixed and the waveform optimization
of Eustice [3] takes over. A complete waveform optimiza-
tion is completed, which is a total of 40 waveform iterations,
including the first five simulated waveforms.

Joint optimization operates differently than sequential
optimization. Instead of doing circuit optimization followed
by waveform optimization, the two optimizations are per-
formed in an alternating manner (five waveform iterations
followed by one circuit optimization) to approximate par-
allel circuit and waveform optimization. As in the case of
sequential optimization, the process begins with five simu-
lated waveform iterations. The measurement optimization
begins with five waveform iterations, then the circuit opti-
mization uses the waveform with the lowest least-squares
distance to perform the circuit optimization. The next five
waveform optimization iterations are then performed. This
process continues until a total of 40 waveform iterations
have been completed (including simulated and measured
waveforms). After 40 waveform iterations have been per-
formed, the circuit search runs until convergence. From
the final �L, five additional waveform optimizations are

performed, allowing the final waveform to be optimized for
the final value of �L.

In presenting plots of the optimization versus iterations,
the unit of “equivalent waveform iterations” is used. It is
reasonably anticipated that a measurement-based circuit op-
timization iteration will require approximately five times as
much time as a circuit optimization, due to the time it takes
to move the tuners to a new �L value. Therefore, in compar-
ing performance between joint and sequential operations,
this approximate timing is used. Each circuit iteration is ap-
proximated to require the same time five equivalent wave-
form iterations for comparison of performance evolution in
these diagrams.

A range radar minimization function was used for these
experiments, minimizing the ambiguity everywhere in the
range/Doppler plane except for along the Doppler axis
[Fig. 2(a)]. With a range radar, the waveform optimization
yields a short pulse in the time domain, which corresponds
to a near constant in the frequency domain. However, since
the spectral mask does not allow this, the optimization is
forced to select a waveform that is as close as possible to the
range radar minimization function while meeting spectral
requirements. The PAPR limit is often approached as well
by the pulse-like time domain waveforms producing good
range resolution. This, in turn, results in lower PAE.

It is the transmitter amplifier output waveform that
should be examined in a radar waveform optimization. An
input waveform is synthesized that is expected to produce
the desired output waveform, based on a simple model for
amplifier nonlinearities. This model is used to provide the
input waveform that, given the amplifier nonlinearities, can
produce the desired output waveform. For purposes of this
initial work, a simple hyperbolic tangent model is used to
model the input–output voltage response of the amplifier
[11]. The model is defined as follows:

vout = a tanh (βvin) . (5)

The model coefficients a and β are found by fitting
(5) to a measured input–output characteristic, as shown in
Fig. 4. Note that this model may not be completely suffi-
cient to account for all nonlinearities, including amplitude-
modulation to phase-modulation distortion and memory ef-
fects. Since the model cannot account for all nonlinearities,
the model is limited for highly nonlinear amplifiers. The
model has limited performance for waveforms with low
duty cycles, such as a time-domain impulse function, since
the waveform would mostly map onto the flat tails of the hy-
perbolic tangent model. A more complex amplifier model
could be inserted into this approach to obtain even better
results.

IV. MEASUREMENT RESULTS

Traditional methods of finding the maximum-PAE �L

can require a significant number of measurements. The full
load-pull measurement using the Maury Microwave load-
pull tuner shown in Fig. 5 requires 292 measurements, for
example. This full load-pull measurement provides a good

LATHAM ET AL.: JOINT RADAR AMPLIFIER CIRCUIT AND WAVEFORM OPTIMIZATION 1193



Fig. 4. Measured input–output data (blue circles) and model simulation
results (red line). This nonlinearity model allows for input waveform

synthesis based on a desired output waveform.

Fig. 5. PAE load-pull comparison. (a) Load-pull for the MWT
amplifier, showing the maximum PAE point, indicated by the red square.

(b) Load-pull for the Skyworks amplifier, showing the maximum PAE
point, indicated by the red square.

point of comparison for circuit optimization to demonstrate
the accuracy of the searches, as both the load pull and
circuit optimization find the �L with maximum PAE for
a given fixed waveform. The circuit optimization, how-
ever, does so with far fewer measurements. The traditional
load-pull measurement results for the MWT amplifier are

TABLE I
Comparison of Joint and Sequential Optimizations

shown in Fig. 5(a) for a modified chirp waveform. The
PAE maximum for the MWT amplifier is shown by the
red square, which is located at 0.17/ − 23.99°. The load-
pull measurement results for the Skyworks amplifier are
shown in Fig. 5(b). The PAE maximum for the Skyworks
amplifier is also shown by the red square, which is located
at 0.38/5.14°. The load pull measurements, as well as the
circuit optimization part of sequential optimization, were
performed with the same waveform, in order to maintain
consistency between all optimizations.

Table I shows the average results for both joint and
sequential (circuit first, then waveform) optimization us-
ing both the MWT and the Skyworks (SKY) devices. On
average, joint optimization results in a higher PAE than se-
quential optimization. This is because joint optimization is
able to take advantage of the tradeoff that exists between
the circuit and the waveform. The standard deviation (σ )
of �L, based on the error vector from the complex mean
�L, is reasonable for all of the measurements. For all of
the results listed in Table I, the PAE is extremely low. This
is not due to an issue with the circuit optimization, as the
circuit optimization is able to achieve a PAE of 30% for
the MWT amplifier and 11% for the Skyworks amplifier,
both of which are the expected maximum for the respective
amplifiers. When the circuit optimization is able to reach
a high PAE, this is because the waveform has a duty cycle
of 100%. When the range radar minimization function is
used, the duty cycle is very low, around 10–15%. While a
small duty cycle is beneficial for range detection, it causes a
significant drop in PAE.

Even though the starting exponential waveform has a
duty cycle of 100%, the final waveform does not. The given
ambiguity minimization function tends to cause very short-
burst waveforms for good range detection, leading to a
waveform that typically has a duty cycle of 10 to 15%.
Since the PAE is calculated over one whole period, the
substantial amount of OFF time decreases PAE because the
dc bias power is still being used. To increase efficiency
in practice, the bias power can be turned OFF during the
waveform “OFF” times once the optimization has settled in
on a repeatable waveform. This can be performed using
envelope tracking techniques, for example. This will boost
the efficiency by the factor of duty-cycle decrease, but is
not performed in the experiments detailed in this paper.

Table I also shows the spectral mask compliance, in-
dicated by the metric Sm. For the MWT amplifier, the av-
erage end Sm is greater than 0, indicating that most of the
time, the final waveform is not spectrally complaint. For the
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Skyworks amplifier, the average Sm is less than 0, indicating
that most of the time, the waveform is spectrally compliant.
It is suspected that the lack of spectral compliance for the
MWT amplifier is due to inadequacy with the nonlinear-
ity model. While the nonlinearity model seems to provide
reasonably good output-waveform performance for wave-
forms with high duty cycles, it seems to be less accurate in
predicting results for waveforms with low duty cycles, such
as the range radar waveform resulting from this optimiza-
tion. In addition, the MWT amplifier seems to be driven
further into compression than the Skyworks amplifier, re-
quiring more complex modeling techniques not available
from the simple model of (5).

The waveform least-squares distance from the ambi-
guity minimization function is also shown in Table I. A
least-squares distance of 1.0 would indicate that the AF
did not look anything like the minimization function. A
least squares distance of 0.0 would indicate that the AF
looked exactly like the minimization function. As shown in
Table I, both joint and sequential optimizations produce a
waveform that matches the AF template well. Since both
optimizations perform approximately the same number of
waveform iterations, a similar least squares distance is
expected.

Table I also shows the average final reflection coeffi-
cient (�L) for both sequential and joint optimizations. For
the MWT amplifier, the average distance between the end
�L and the maximal PAE �L from the load pull is 0.016 for
sequential optimization and 0.236 for joint optimization.
For the Skyworks amplifier, the average distance between
the end �L and the maximal PAE �L from the load pull is
0.0296 for sequential optimization and 0.1630 for joint op-
timization. This demonstrates the impact that the waveform
used for the circuit optimization has on the final �L. Se-
quential optimization, which uses the starting exponential
for the circuit optimization, results in a final �L that is very
close to the maximal �L found by the load pull. Joint opti-
mization, on the other hand, ends with a �L that is not very
close to the load pull’s maximal �L, when using the initial
waveform for the measurement. This is because joint opti-
mization takes advantage of the tradeoff between the circuit
and the waveform, as the waveform used for each circuit
step changes as the optimization continues. This allows the
waveform and circuit to become intertwined, allowing the
optimization to perform better, resulting in higher PAE.
This also allows for more on-the-fly optimization, where
the parameters can be changed periodically without having
to start the optimization from the beginning.

While Table I allows for comparison of the end re-
sult of the optimizations, it is the ability of the intermediate
states in the optimization to provide a good compromise be-
tween PAE and waveform performance that demonstrates
the true value of joint optimization. A comparison of the
least squares distance for joint and sequential optimizations
versus equivalent waveform iterations is shown in Fig. 6.
The PAE values for joint and sequential optimizations are
compared in Fig. 7. The spectral mask compliance met-
ric Sm is shown versus equivalent waveform iteration in

Fig. 6. Comparison of least-squares distances between the actual
waveform ambiguity function and the ambiguity function template for

joint (blue) and sequential (red) optimizations for the Skyworks amplifier
with starting �L = 0.8/−90°.

Fig. 7. Comparison of PAE for joint (blue) and sequential (red)
optimizations for the Skyworks amplifier with starting �L = 0.8/−90°.

Fig. 8. Comparison of Sm for joint (blue) and sequential (red)
optimizations for the Skyworks amplifier with starting �L = 0.8/−90°.

Fig. 8. Joint optimization is shown in blue and sequen-
tial optimization is shown in red. Circuit steps are shown
by lines covering five equivalent waveform iterations due
to the anticipated time required (as previously explained),
while waveform optimization is shown by blue squares for
joint optimization and red diamonds for sequential opti-
mization. For the circuit steps in joint optimization, the
least-squares distance shown is the least-squares distance
measured at the initial value of �L from which the circuit op-
timization was taken (some fluctuations in the least squares
distance can be expected as �L moves around the Smith
Chart, but measurements were not performed to assess these
fluctuations).

When examining sequential optimization, the circuit
optimization took 25 equivalent waveform iterations to
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Fig. 9. Ambiguity function comparison at equivalent waveform
iteration 26 including (a) ambiguity function minimization template,

(b) ambiguity function from sequential optimization, and (c) ambiguity
function from joint optimization.

complete, which is equivalent to five circuit steps. These
circuit steps were taken using the starting exponential wave-
form, which has a least squares distance of 0.1168. After the
circuit optimization converged at iteration 25, waveform op-
timization was performed from the final �L. Five waveform
iterations were then performed in a complete simulation
environment. The algorithm then performed 35 waveform
optimization iterations on the measurement setup. After a
total of 60 equivalent waveform iterations, the sequential
optimization was completed.

For joint optimization, the circuit and waveform opti-
mizations are completed in a back-and-forth approach. The
first five waveforms, not shown in the plots, were completed
in a simulation environment, as in the case of the sequential
optimization. Next, beginning with equivalent waveform it-
eration 1, five waveform iterations were completed on the
measurement setup. At this point, a circuit step was taken
using the waveform with the lowest least squares distance
from the previous five waveform iterations. Because the
waveform changes as the �L value is changing, joint opti-
mization takes slightly longer to complete. Both the joint
and sequential optimization converge to similar PAE val-
ues, with joint optimization producing a slightly higher end
PAE value due to the �L value being a tradeoff between the
circuit and waveform.

The strength of joint optimization comes from how
quickly it is able to produce a usable result. In integrat-
ing with a cognitive radar optimization, it may be neces-
sary to operate successfully without having the full time
to complete an optimization. Since joint optimization im-
mediately starts improving the waveform, the waveform is
usable much earlier than with sequential optimization. As
shown in Fig. 6, by equivalent waveform iteration 26, joint
optimization has found a waveform that is usable and is
much better than sequential optimization. A comparison of
the AF from sequential and joint optimizations with the
minimization function is shown in Fig. 9. The joint opti-
mization AF [Fig. 9(c)], looks much like the range template
of Fig. 9(a), with the ambiguity aligned along the Doppler
axis. The sequential optimization ambiguity function ac-
tually aligns much of its ambiguity along the range axis,

preventing high-resolution range detection at this stage of
the optimization.

Fig. 7 shows that for sequential optimization, circuit op-
timization continues to increase the PAE with a nonrange
waveform until it reaches the maximum, which is around
11%. This is close to the maximum PAE that the Sky-
works amplifier is able to achieve. After five circuit steps,
the search converges, and the waveform optimization be-
gins. For the waveform optimization, the PAE immediately
starts decreasing. This is because the range radar template
results in an optimized waveform with a low duty cycle (ap-
proximately 10%). This therefore decreases the efficiency
of the waveform, as the waveform is instead being lim-
ited by the peak-to-average-power ratio, which is used as a
constraint in the waveform optimization to maintain useful
PAE. In addition, since the waveform optimization does not
attempt to improve the PAE, these measurements were not
originally coded to be read from the test setup during wave-
form optimization. Instead, the PAE and Sm values were
read whenever a waveform produced a lower (better) least
squares distance.

Joint optimization again takes slightly longer to com-
plete than sequential optimization. Since joint optimization
begins with waveform optimization at the starting �L, the
first five nonsimulated waveform iterations are shown with
the initial PAE at the starting �L. Even though in reality
the PAE will be affected by the change in waveform, it is
not remeasured until a circuit optimization iteration is per-
formed. After the first five measured waveform iterations,
a circuit optimization is performed to calculate the next �L

to be used. Once the circuit has been adjusted to move the
�L value, five more waveform optimization iterations are
performed at this �L point.

As the joint optimization continues, the PAE continues
to increase until equivalent waveform iteration 35, where
the values begin to peak. From this point, the waveform
continues to be optimized, leading to waveforms that better
meet all parameters. By the end of the search, joint opti-
mization yields a higher PAE value that demonstrates a good
tradeoff between circuit and waveform parameters, with the
final �L for joint optimization differing from the final �L

position for sequential optimization. After the circuit opti-
mization converges, five additional waveform iterations are
performed to fine tune the waveform at the final �L value,
which, in this case, results a small increase in the PAE.

The unfolding of spectral compliance versus equivalent
waveform iteration is shown in Fig. 8. Sequential optimiza-
tion starts with circuit optimization. Since the starting wave-
form has a narrow bandwidth, it results in high PAE and low
Sm. As such, the spectrum is much further from its mask
(lower Sm) for the initial sequential optimization iterations
than for the joint optimization. As the circuit optimization
works toward the maximal PAE point, the Sm values fluc-
tuate, first increasing and then decreasing. This is due to
changes in the linearity contours as the circuit optimiza-
tion moves around the Smith Chart. Once the waveform
optimization starts, the Sm values get closer to 0, as the
AF gets closer to the range radar minimization template,
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Fig. 10. Final waveform resulting from joint optimization of Skyworks
amplifier. (a) Final spectrum. (b) Real and imaginary parts of the

baseband time-domain waveform.

resulting in a spectrum that is pressed against the mask.
Again, the Sm value during the waveform optimization is
measured whenever a waveform with a lower least squares
distance is recorded. As shown in the graph, the optimiza-
tion never goes above 0, meaning that the optimization is
always spectrally compliant.

Unlike sequential optimization, joint optimization starts
with a set of waveform iterations. As with PAE, the same
Sm value is plotted for all of these points. Once joint op-
timization starts taking circuit steps, the Sm value starts to
increase substantially, as the waveform optimization han-
dles spectral compliance throughout the optimization and
since each circuit step is taken with a waveform that pushes
the spectral mask. By equivalent waveform iteration 15,
joint optimization is already really close to pushing the
spectral mask, a result of the waveform becoming wide
bandwidth for good range resolution. As the optimization
continues, though, joint optimization goes just out of spec-
tral compliance (Sm > 0), due to inaccuracies and limita-
tions of the real-time extracted nonlinearity model for the
transistor. However, how close the predistortion model is to

Fig. 11. Final waveform resulting from sequential optimization of
Skyworks amplifier. (a) Final spectrum. (b) Real and imaginary parts of

the baseband time-domain waveform.

the limit illustrates just how much the optimization pushes
the spectral mask. Despite the issues with the predistortion
model, the measured amplifier output waveform is seen to
be spectrally compliant (Sm ≤ 0) after equivalent waveform
iteration 56.

The final waveforms for joint and sequential optimiza-
tion for the Skyworks amplifier (from the searches shown
in Figs. 6–8) are shown in Figs. 10 and 11, respectively.
In both cases, the equivalent baseband waveform is a short
burst in the time domain, an attribute expected of a range-
radar waveform. This results in a spectrum that is close to
the mask constraints, as seen for both the joint (Fig. 10) and
sequential (Fig. 11) searches.

V. CONCLUSION

A joint circuit and waveform optimization has been
explored and is seen to produce useful results quicker
than sequential optimization in which the amplifier load
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reflection coefficient is first completely optimized, fol-
lowed by the waveform. Measurement results show that
both joint and sequential optimizations produce waveforms
with a similar least squares distance, while joint optimiza-
tion yields a slightly higher PAE on average. The true
usefulness of the joint optimization approach is based on
the fact that the circuit and waveform alternatingly change
slightly, allowing both a useful radar waveform for the given
AF template and reasonable PAE to be simultaneously ob-
tained more quickly than in a sequential optimization where
the circuit and waveform are individually completely op-
timized. Because next-generation radars will operate in
dynamic environments, various parameters—including op-
erating frequency, bandwidth, and power—will change in
real time. Thus, a real-time back-and-forth optimization
will help to adjust parameters without the need to restart
an optimization from the beginning. Additionally, if me-
chanically actuated reconfigurable circuits, such as those
presented by Semnani [7], are used in the optimization, the
reconfiguration time will likely exceed the pulse repetition
interval and perhaps even the coherent processing inter-
val of a radar. As such, the radar must be able to perform
high-resolution detection while the joint optimization is
performing. The demonstrated ability to get reasonable per-
formance in all three criteria—AF, PAE, and spectral-mask
compliance—during the joint optimization, as opposed to
a situation where only one or two of these criteria perform
well in a traditional sequential optimization, is critical to
avoiding the need for radar “down time” while the circuit
and waveform are reoptimizing.
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