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Will Intelligent Machines Rise
Up and Overtake Humanity?

Robert J. Marks [T

dvances in artificial intelligence
A{AI) are jaw-dropping. In 2018, a
painting made by Al was auctioned
at Christie’s for $435,000." Al has bea all
human competition in games ranging from
GO to Texas Hold’em.” China uses Al face
recognition technology to monitor its citi-
zenry. An unmanned armed drone was used
to assassinate Iranian terrorist Qassem Solei-
mani.? Israel's Harpy missile operates using
Al It flies around a predefined kill zone
waiting to be illuminated by radar, and then
locates and destroys the source of the radar.®
All this can be done autonomously without
human oversight.’

Are these accomplishments of Al a red
flag for the future? Will we someday be sub-
servient to advanced Al as science fiction
movies depict? In The Terminator, Al-based
Skynet tries to destroy humanity. The Mazrix
depicts a future where Al exploits human-
ity while keeping people in a happy state of
virtual reality distraction.

Some believe Al will usher in a dystopian
future. The time at which the intelligence of
computers surpasses that of humans is called
the singularity by Google’s Ray Kurzweil.© In

1999, he wrote, “Before the next century is
over, human beings will no longer be the
most intelligent or capable type of entity on
the planet.”

Likewise, in his bestselling book Hormo
Deus, Yuval Harari posits that the main prod-
ucts of the twenty-first-century economy

“will not be textiles, vehicles, and weapons but
bodies, brains, and minds.” He continues:
“...the way humans have treated animals
is a good indicator for how [AI] upgraded
humans will treat us.”

Other top minds, in the roles of Al
Chicken Littles, think likewise:

* Physicist Stephen Hawking warns
that the emergence of artificial intel-
ligence could be the “worst event in
the history of our civilization.™

* Henry Kissinger, former Secretary
of State under two US presidents,
warns: “Philosophically, intellectu-
ally—in every way—human society
is unprepared for the rise of artificial

intelligence.”"

* Entrepreneur extraordinaire Elon
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Musk says Al is humanity’s “biggest

existential threat.”"

If Al is to become this superintelligent threat,
presumably it will need to become more

intelligent than we are. To achieve this, Al

will need to display human traits like under-
standing, sentience, and creativity. Not

everyone agrees this is possible.

Other Al experts believe in human excep-
tionalism and claim that computer-based Al
will never be able to duplicate the human
mind. Noted mathematician and physicist
Roger Penrose coauthored with Stephen
Hawking the theory of black hole singulari-
ties.”” He contends many human attributes,
like creativity, are beyond the reach of AL
After discussing a computer-generated con-
versation between a computer “therapist”
and its patient, he observes, “Though this
may give an eerie impression that the com-
puter has some understanding, in fact it has
none, and is merely following some fairly
simple mechanical rules.”” Elsewhere Pen-
rose is quoted as saying, “Intelligence cannot
be present without understanding. No com-
puter has any awareness of what it does.”

Gregory Chirikjian, director of the Johns
Hopkins University robotics lab, agrees: “[Al
does not display human traits] nor will robots
be able to exhibit any form of creativity or
sentience.”” In his book Hit Refresh, Micro-
soft CEO Satya Nadella also agrees: “One of
the most coveted human skills is creativity,
and this won't change. Machines will enrich
and augment our creativity, but the human
drive to create will remain central.”®

Al Limitations

Computer limitations support human
exceptionalism.” These limitations do not
mean Al will never be dangerous. Like
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electricity, dangers in Al will need mitigat-
ing. (We'll address the dangers in AT later.)
But Al will never try to take over like in the
science fiction movies The Téerminaror and
The Matrix.

Here is one major reason why: Funda-
mentally, anything computable must follow
a step-by-step procedure written in computer
code. Step-by-step procedures are called
algorithms. Computers can only execute
algorithms. There are many problems that
are provably nonalgorithmic and therefore
beyond the capability of computers.

An example of a nonalgorithmic and
therefore noncomputable task is taken from
Rice’s theorem. Can properties of computer
code be determined by an algorithm? In
other words, can computer software be writ-
ten to determine what an arbitrary computer
code will or won't do? In many important
cases, the answer is no. Rice’s theorem says
computer code cannot be written to examine
an arbitrary computer program to determine
whether the program at some time will print
the number 3. If the first line in the software
says “PRINT 3,” then the software can easily
be identified to print 3. The key to Rice’s the-
orem is that the examining computer code
must work for al/ possible programs. This is
provably not possible.

A special case of Rice’s theorem is the
Turing halting problem.' It is not algorith-
mically possible to determine whether an
arbitrary computer program will stop or run
forever. No computer program can ever be
written to determine whether another arbi-
trary computer program runs forever or halts.

Another nonalgorithmic operation is
compression. Given a computer file of an
arbitrarily large size, determining how much
the file can be compressed is not algorithmic.
The smallest a file can be compressed is called
its Kolmogorov complexity. Above a certain file
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size, the Kolmogorov complexity cannot be
computed. It is nonalgorithmic.”

This leads to an important question: Are
there human traits that are nonalgorithmic?
If so, these traits will never be computable. If
this is true, the human mind will never be
able to be uploaded to a computer. Comput-
ers can only handle the algorithmic. If you
are stripped of your nonalgorithmic proper-
ties, you will be either very boring or, more
accurately, not you.

Noncomputable human traits include
sentience, understanding, and creativity.
Each will now be addressed in more detail.

Sentience

A component of sentience is qualia. Qua-
lia is an experience from the senses, including
taste, smell, and touch.

Let’s do a thought experiment. You bite
into a segment from an orange. As you bite,
the skin on the segment bursts and juice
from the bite covers your tongue. You taste a
sweet orange flavor as you chew and swallow.

You are now assigned the job of explain-
ing your experience to a man with no sense
of taste or smell since birth. How can this
be done? You can provide explanations. You
can present the man with the chemical com-
ponents of the segment. He can understand
the physics of chewing and the biology of the
taste buds. But the true experience of biting
and tasting of the juice exploding from the
orange’s juice vesicles is not possible to com-
municate to the sense-deprived man. Qualia
is beyond description to those without a
shared experience.

If the experience of biting a segment
from an orange cannot be explained toa man
without the senses of taste or smell, how can
we expect to duplicate the qualia experience
in a computer using computer code? If the
true experience of biting into a segment from

an orange can't be explained, it is nonalgo-
rithmic and therefore noncomputable.

Many computer operations, including
the Turing halting problem and computation
of the Kolmogorov complexity, cannot yet
be solved by humans. Neither can describing
the true experience of biting into an orange
segment.

Duplicating qualia is beyond the capabil-
ity of AL

Understanding

Philosopher John Searle illustrated that
computers do not understand what they do
with his example of the “Chinese room.”

Searle imagined himself in a room with
many file cabinets. A question written in
Chinese is slipped through a slot on the
door. Searle does not read Chinese. But the
file cabinets contain billions of easily search-
able questions along with answers written in
Chinese. Searle searches through the file cabi-
nets until he finds a match to the question
being posed. The file cabinet also contains
the answer to the question. When he finds a
match, Searle copies the answer in Chinese.
He walks to the door and slips the answer
through the slot to whoever is on the outside.

From the outside, it appears the occu-
pant of the Chinese room is not only fluent
in Chinese but is able understand ques-
tions. Not so. The occupant of the Chinese
room has no understanding of the Chinese
language. In generating the answer to the
submitted question, he is simply following
the algorithm of pattern matching,

In 2011, IBM’s Watson beat champion
contestants in the quiz show Jeopardy. Pro-
cessing natural language, Watson answered
queries faster than the human contestants.
Watson was the equivalent of a large Chinese
room. Instead of file cabinets, Watson had
access to all of Wikipedia and then some.
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Like Searle in the Chinese room, Watson had
no understanding of the meaning of the que-
ries it fielded. It was following an algorithm
written by computer programmers.

Al does not understand what it is doing.
Understanding is nonalgorithmic and there-
fore noncomputable.

Creativity

AT has produced some astonishing results.
AlphaGo software developed by DeepMind
beat the world champion in the complex
game of Go. A computer program dubbed
Pluribus has beat poker pros in the game of
no-limit Texas Hold’em poker.”” OpenAT’s
program GPT-3 generates short bursts of
astonishingly coherent prose given only a few
prompts.” Don't these and other computer
programs display creativity?

The answer depends on your dictionary.
To answer the creativity question, the term
creativity must first be defined.

The Lovelace test is a simple and eas-
ily understood definition of Al creativity
offered by Selmer Bringsjord. Named after
Ada Lovelace, the first computer program-
mer, the Lovelace test asks a simple question
to determine software creativity: Did the Al
in question perform a task that is beyond the
explanation of the person who wrote the Al
code (or someone with comparable exper-
tise)? If so, the Lovelace test has been passed
and Al has been shown to be creative.

Surprise results don't count. Computer
programs generate surprising results all the
time. They can be a result of faulty comput-
ing or generating results outside expectations.

In beating the world champion at Go,
the Al program AlphaGo made an unusual
move that surprised many, including the Go
champion Lee Sedol. Was this creative? Not
according to the Lovelace test. AlphaGo was
written to play Go. And that’s what it did. If
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AlphaGo could provide an explanation of the
game of Go when queried to assist you with
your taxes, it would be creative. But AlphaGo
was not programmed to explain the game of
Go or to fill out your taxes. It was written to
play the game of Go and nothing else.

To achieve superintelligence based on Al
writing better and better Al software, creativ-
ity is required. If computer programs cannot
be creative as defined by the Lovelace test,
they cannot write better programs beyond
the explanations of the original programmer.
For this reason alone, superintelligence is not
achievable.

To date, no one has successfully claimed
a computer program has passed the Lovelace
test.

Arguing Outside Your Silo

The Future of AI

Despite the evidence just presented that
AT will never display creativity, understand-
ing, or sentience, there are a lot of people
who believe that superintelligence will be
achieved. Many see a dystopian future where
Al will ruin our society. We'll call them Al
dystopians. As we have quoted, Bill Gates
and Stephen Hawking are in this highly
populated camp. But consensus should not
be taken as evidence in the status of science
or its future. Michael Crichton, author of
classic science fiction books like Jurassic Park,
said as much in a talk given at CalTech:

There is no such thing as consensus sci-
ence. If it’s consensus, it isn't science. If
it’s science, it isn't consensus, Period.?

But the question under discussion is not
about the current state of Al it is over the
future of Al The limitations of Al rest largely
on computer science, so this foundational
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knowledge is essential in predicting what Al
will accomplish.

Ideology is a contributing factor to opin-
ions about Al of the future. According to
technology prophet George Gilder, those
who believe Al will exceed the intelligence
of humans suffer from a “materialist super-
stition” that assumes the mind is a meat
computer and can therefore be replicated by
AL Ignorance of the computer science thus
far presented is also a factor. Those who code
and use computer software for a living are
often unaware of the limitations placed on Al
by established computer science theory. This
background is not required to be an excel-
lent coder.

Algorithmic information theory (AIT) is
the study of algorithms in computer science. >
AIT addresses what computer codes can and
can’t do.” Those without a background in
AIT may not have solid ground for appreci-
ating or defending the limitations of AL AIT
is a foundational tool for establishing AT limi-
tations, and those who are trained to code for
a living may not be familiar with AIT. Great
coders do not need to know about AIT.

We have quoted Microsoft CEO Satya
Nadella, Johns Hopkins University robotics
scientist Gregory Chirikjian, and Oxford
mathematician and physicist Sir Roger Pen-
rose. All believe computers will never be
creative. All have backgrounds in computer
science and mathematics. But so do some of
the Al dystopians.

Often, celebrity Al dystopians speak out-
side of their silo of expertise.

Confusion of Expertise

Ever wonder why actor Kevin Costner
testified in front of Congress on the topic of
oil spills, as did Ben Affleck on a childrens
project, and quizmaster Bob Barker on the
Captive Elephant Accident Prevention Act?*®
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Many people, including some in Congress
and the media, apparently equate celebrity
in one area to across-the-board genius in
everything,

News commentator Laura Ingraham
disagrees; she has told clueless politically
pontificating music celebrities to Shur Up
and Sing.”’ Similarly, innovative comedian
Ricky Gervais informed celebrity loud-
mouths, “You know nothing about the real
world. Most of you spent less time in school
than Greta Thunberg,”

One statistic to test the accuracy of
prophetic statements is examination of cre-
dentials. Kevin Costner is no expert in oil
spills and quizmaster Bob Barker has no
credentials in elephant accident prevention.
They are listened to because they are celeb-
rities. The same analysis can be applied to
business and science celebrities who make
predictions about Al Celebrity scientists and
business tycoons are often not experts in Al

In critiquing a person’s background, care
must be taken. In a debate, citing the lack
of credentials of your opponent is called the
genetic fallacy. The opponent’s background
is made the issue rather than the topic of
debate. That is not the purpose here. The
reasons underlying Al limitation have been
established earlier in this chapter. The key
debate issues have thus been addressed. We
are now asking whether the Al dystopians are
aware of the simple AlT-related limitations
we have discussed.

Henry Kissinger, previously quoted, is
alarmed about the impact of AT if not bridled.
Kissinger is a gifted politician, diplomat, and
geopolitical consultant. But his knowledge of
AT apparently comes from reading the writ-
ings of others—many of whom adhere to
materialist superstition. I suspect Kissinger
is unaware of the deeper issues of computer
science.
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Elon Musk, whom we also quoted previ-
ously; isan Al dystopian. He has said, “With
artificial intelligence we are summoning
the demon.”® Musk received undergradu-
ate degrees in economics and physics from
the University of Pennsylvania and then
attended Stanford for a graduate degree in
physics but dropped out. He is a hugely suc-
cessful entrepreneur, having foundational
roles in businesses such as PayPal, SpaceX,
Tesla Motors, and OpenAl. During 2020
and 2021, Musk floated between being the
seventh richest, the second richest, or even
the richest man in the world with a net worth
reportedly over $150 billion.* But does he
have the computer science foundation to
appreciate the limits of AT? Does expertise in
business translate to expertise in AI?

Facebook CEO Mark Zuckerberg doesn't
think so. He called Elon Musk’s doomsday Al
predictions “pretty irresponsible.”” Business
guru George Gilder questions Musk’s opin-
ions outside of the silo of business. He notes,

“I think Elon Musk is a tremendous entrepre-
neur, yet he’s a quite retarded thinker.”*

Ray Kurzweil, a successful inventor and
businessman, received a BS degree from
MIT in computer science. Kurzweil is an
avid supporter of superintelligence and has
written books on the topic. Superintelligence
assumes Al software will write better soft-
ware that writes better software and on and
on. According to Kurzweil, Al will soon be
smarter than humans. But if Al writes better
Al software not anticipated by the original
programmer, then the Al is being creative.
It would pass the Lovelace test. Kurzweil,
with an undergraduate degree in computer
science and vast experience in business and
technical innovation, believes Al can be
creative. Carefully defined by the Lovelace
test, however, computer software cannot be
creative.
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Kurzweil once worked for Bill Gates
at Microsoft. Does Bill Gates—another Al
dystopian—have a background in com-
puter science and AIT? Apparently not. As
an undergraduate, Gates dropped out of
Harvard University to pursue the founding
of Microsoft. He is a talented entrepreneur
whose success does not require deep studies
in computer science. Gates was a knowl-
edgeable programmer with early computer
hardware. But much of his success came from
his business instincts and his team of lawyers.
Gates’s father was a named partner in the
Seattle law firm Preston Gates & Ellis. When
I consulted for Microsoft, my first meeting
was with Microsoft lawyers who told me, in
no uncertain terms, my legal responsibili-
ties. As expected, I was told Microsoft would
own 100 percent of any intellectual property
I created. T was instructed not to look at any
patents associated with my assigned duty.
This was new to me. If Microsoft was sued
relating to my work and lost, punitive dam-
ages would kick in if T had looked at patents.
Doing so could be construed as plagiariz-
ing intellectual property. If I didn’t look at
patents, my contribution would be ruled a
coincidental discovery by the courts and only
monetary damages could be recovered.

In my experience, consulting typically
requires the signing of documents like
nondisclosures and specifying who owns
what intellectual property. But Microsoft is
my only consulting experience that started
with a nose-to-nose meeting with a gaggle
of lawyers.

Microsoft’s success is due in large part
to smart business dealings and not creativ-
ity. Their first historical coup was acquisition
of MS-DOS. Microsoft did not write DOS.
It was purchased by Microsoft in the early
1980s. Because of the rise in popularity of the
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IBM PC, MS-DOS became a cash cow for
Microsoft.

Microsoft continued to expand, not
necessarily by innovation but by acquisi-
tion, copying technology, and court battles.
Flagship Microsoft software tools that were
purchased or copied from other companies
and not innovated by Microsoft include
Windows, Word, PowerPoint, Excel, Inter-
net Explorer, and Bing. Business practice,
not innovation, is the secret of Microsofts
success.

Bill Gates must be celebrated as a gifted
entrepreneur, businessman, and philanthro-
pist. But his background in computer science,
other than coding and its application, must
be questioned. Al dystopian Gates opined, “I
do think we do have to worry about [Al] but
I don't think it’s inherent that as we create
super intelligence that it will necessarily have
the same goals in mind that we do.”

So like Ray Kurzweil, Bill Gates believes
in Al creativity that leads to superintelligence.

Great scientists risk similar overreach in
expertise. Consider, for example, Stephen
Hawking’s fears of Al. Hawking, whose
celebrity appearances include Star Trek: The
Next Generation, is a genius in cosmology.
With fellow genius Roger Penrose, he for-
mulated the Penrose-Hawking singularity
theorems, applying general relativity so as to
better understand black holes. But artificial
intelligence disturbed Hawking. He told
BBC:

The development of full artificial
intelligence could spell the end of the
human race...It [Al] would take off
on its own, and re-design itself at an
ever-increasing rate...Humans, who
are limited by slow biological evolu-
tion, couldn’t compete, and would be
superseded. ™
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Like Gates and Kurzweil, Hawking bought
into the idea of superintelligence. Despite his
gifts in cosmology, Hawking was outside of
his silo of expertise. He assumed that Al is
creative.

Hawking’s concern was all the more curi-
ous in light of his earlier abandonment of an
ultimate Theory of Everything that would
unify the physics of the universe in a nicely
wrapped interconnected set of equations.
He changed his mind about the viability
of that project on account of Kurt Godel’s
landmark theorems on incompleteness and
inconsistency. No matter how much physi-
cists discovered, he concluded, there would
still be more to learn.®

Remarkably, the distance between
Godel’s work and the limitations of com-
puter creativity is not far. Indeed, Godel’s
theorems form the foundation for AIT. Alan
Turing, the father of modern computer sci-
ence, built on Godel’s thesis, showing that
some problems are nonalgorithmic and
therefore cannot be captured by computer
code. The nonalgorithmic nature of the Tur-
ing halting problem discovered by Turing is
a manifestation of Gédel’s work.

Roger Penrose, Hawking’s coauthor
on black hole physics, recognized this con-
nection and wrote about it. His book 7he
Emperors New Mind (1989) wonderfully
links Gédel to Turing and establishes the
noncomputable nature of creativity. Penrose
posits that the noncomputable characteris-
tics of human thinking spring from quantum
effects in microtubules in the brain. The
quantum collapse of a wave function to a
deterministic state, reasoned Penrose, is non-
algorithmic and thus might be the source of
noncomputable creativity.

Hawking seems not to have considered
Penrose’s work when he offered his scary
prediction about a dystopian AT future. One
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would not say to a man of his intellectual
stature, “Shut up and do physics!” We can say,
however, that Hawking had the intellect to
learn about Penrose’s insights into computers
and Al via Gédel and thereby understand the
limits of computers.

Yet apparently he didn’t.

AI Dangers

The danger of Al lies not in its potential
ability to become conscious and take over the
world, but in its incomplete vetting prior to
use. Al, like any system, will have its unex-
pected consequences. Contingencies can
increase exponentially as the complexity is
increased linearly.

Undesirable and unexpected contin-
gencies have already been manifested in the
deployment of Al systems. There are mul-
tiple examples of unexpected contingencies
arising from complex systems ranking from
the simply curious to the very serious:

1. A deep convolutional neural
network was trained to detect wolves.
After the trained neural network
incorrectly classified a husky dog as
a wolf, the programmers did some
forensics and discovered there was
undesirable bias in the training data.
The pictures of wolves all contained
snow. The picture of the misclassified
dog also contained snow. In training,
the neural network had learned
the presence and absence of snow.
The features of the animals were
not considered in the classification
problem.

2. An inconvenience for self-driving cars
is the false classification of objects
like plastic bags. A stationary plastic
bag can be categorized as a large

rock3 while a wind-blown plastic bag
may be mistaken for a deer.’” These
are unintended contingencies of the
self-driving car’s software.

. A more serious problem with self-

driving cars is fatalities. In 2018,

an Uber self-driving car in Tempe,
Arizona struck and killed pedestrian
Elaine Herzberg,. Steven Shladover, a
UC Berkeley research engineer, noted,
“I think the sensors on the vehicles
should have seen the pedestrian

well in advance.”?® The death was

a tragic example of an unintended
contingency of a complex Al system.
Unintended contingencies remain a
major obstacle in the development
of general (level 5) self-driving cars.
Some developers, believing the
problem in insurmountable, have
given up.”’

. During the height of the Cold War,

the Soviets deployed a satellite early-
warning system called Oko to watch
for incoming missiles fired from

the United States. On September
26,1983, Oko detected incoming
missiles. At a military base outside of
Moscow, sirens blared and the Soviet
brass was told by Oko to launch

a thermonuclear counterstrike.
Doing so would result in millions
being killed. The officer in charge,
Lieutenant Colonel Stanislav Petrov,
felt something was fishy. After
informing his superiors of his hunch
that Oko was not operating correctly,
Petrov did not obey the order. Upon
further investigation, Oko was found
to have mistakenly interpreted the
effects of the sun reflecting off of
clouds.® There was no US missile
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attack. Petrov’s skepticism of Oko’s
alarm likely saved millions of lives.

These examples of unintended con-
tingencies deal with systems of broad
complexity. Narrow Al systems are typically
more error-free. Examples of a narrow Al
system are anti-radiation missiles like the
previously mentioned Harpy missile from
Israel. The missile is launched and flies about
(loiters) over a predefined kill zone. The
missile can operate autonomously without
human oversight. If fuel gets low, the mis-
sile returns home. Alternately, if illuminated
by radar, the anti-radiation missile zeroes
in on the location of the radar’s source. The
missile follows the radar beam and destroys
the radar installation.” Whether or not one
agrees with the mission of such a system, the
anti-radiation missile is an example of rela-
tively narrow Al that has historically worked
without flaw. There are few if any unforeseen
contingencies in anti-radiation missiles that
would distract from their duties.

Self-driving cars require a more complex
Al system. For tightly connected Al systems,
the number of contingencies and therefore
the number of unexpected consequences
increase exponentially as the complexity
increases linearly.

The dangers of Al can be mitigated
through proper design practices:

L. Domain expertise. Al software
should be developed by those
with experiential knowledge of
the problem being solved. Experts
will better identify undesired
contingencies during development of
the Al software.

2. Testing. Al systems must be tested
under different conditions and in
different environments.
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3. Disjunctive design. Al consisting of
conjoined narrow Al systems is more
easily testable than tightly designed
systems. Smaller systems are easier to
both conceive and test.

Exploding contingency count should give
pause to anyone designing complex Al
systems. Even if the development of super-
intelligence were possible, the required
complexity of such systems would pres-
ent programmers with the overwhelming
problem of eliminating unexpected and
undesirable performance.

Takeaways

The nonalgorithmic capacity of the
human mind remains beyond the reach of
computers and AL* But, as with all new
technologies like electricity, care must be
taken in the development of Al to assure its
safe and proper use. Frayed electrical wires
still burn down houses and downed electric
lines still electrocute. But the advantages
of electricity far outweigh the dangers. The
negative consequences have been mitigated
by legislation and best practices. The hope
is that AT dangers can be likewise contained.

AI will never be sentient, creative, nor
have understanding, and it will never have
dominion over humans because of its own
initiative.” If AI becomes dangerous, it will
be the fault of humans who develop and use
Al Following good ethics will likewise never
be the responsibility of the AT itself, but will
always belong to those who write and test A
systems and to the end users (humans).

The limitations of Al are further evidence
of human exceptionalism.* We are “fearfully
and wonderfully made.”®
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